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1 Introduction

The Waste Isolation Pilot Plant (WIPP), located in southeastern New Mexico, has been developed by the
U.S. Department of Energy (DOE) for the geologic (deep underground) disposal of transuranic (TRU)
waste. Containment of TRU waste at the WIPP is regulated by the U.S. Environmental Protection Agency
(EPA) according to the regulations set forth in Titie 40 of the Code of Federal Regulations (CFR), Part 191
{(U.S. EPA, 1993). The DOE demonstrates compliance with the containment requirements according to
the Certification Criteria in Title 40 CFR Part 194 (U.S. EPA, 1996) by means of performance assessment
(PA) caiculations performed by Sandia National Laboratories (SNL). WIPP PA calculations estimate the
probability and consequence of potential radionuclide releases from the repository to the accessible
environment for a regulatory period of 10,000 years after facility closure. The models are maintained
and updated with new information as part of a recertification process that occurs at five-year intervals
after the first waste is received at the site.

PA calculations were included in the 1996 Compliance Certification Application {CCA) (U.S. DOE, 1996},
and in a subsequent Performance Assessment Verification Test (PAVT) (MacKinnon and Freeze, 1997a;
1997b; 1997c). Based in part on the CCA and PAVT PA calcuiations, the EPA certified that the WIPP met
the containment criteria in the regulations and was approved for disposal of transuranic waste in May
1998 (U.S. EPA, 1998). PA calculations were alsa an integral part of the 2004 Compliance Recertification
Application (CRA-2004). During their review of the CRA-2004, the EPA requested an additional PA
calculation, referred to as the CRA-2004 Performance Assessment Baseline Calculation {PABC) {Leigh et
al., 2004), be conducted with modified assumptions and parameter values (Cotsworth, 2005).

Since the CRA-2004 PABC (PABC-2004), additional PA calculations were completed for and documented
in the 2009 Compliance Recertification Application {CRA-2009). The CRA-2009 PA resulted from
continued review of the PABC-2004, including a number of technical changes and corrections, as well as
updates to parameters and improvements to the PA computer codes (Clayton et al., 2008). The EPA has
requested that additional information, which was received between the commencement of the CRA-
2009 PA (December 2007) and the submittal of the CRA-2009 (March 2009), be included in an additional
PA calculation {Cotsworth, 2009), referred to as the CRA-2009 Performance Assessment Baseline
Calculation (PABC-2009). The PABC-2009 analysis is guided by analysis plan AP-145 (Clayton, 2009a).
This report documents the Culebra flow and radionuclide transport analysis for the PABC-2009 and is
compared with the resuits from the PABC-2004 PA. The EPA requested (Cotsworth, 2009) the PABC-
2009 transport calculations utilize the newly conceptualized hydrologic model from AP-114 Task 5 (Hart
et al,, 2008) and the newly calibrated transmissivity fields from AP-114 Task 7 (Hart et al., 2009). The
EPA also requested (Kelly, 2009) the PABC-2009 use revised K; ranges in the Culebra radionuclide
transport calculations.

This analysis report documents the efforts to evaluate the effects of potential future potash mining on
the flow and transport in the Culebra Member of the Rustler Formation, in the vicinity of the Waste
Isolation Pilot Plant (WIPP), approximately 26 miles southeast of Carlsbad, New Mexico. It is an update
of analyses done for the PABC-2004 {Lowry and Kanney, 2005}, which updates CCA analyses (Ramsey
and Wallace, 1996).
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Radionuclide movement through the Culebra is a function of the groundwater flow-field and the
transport properties of the radionuclide species being considered. Groundwater flow velocity and
direction are highly dependent upon the magnitude and the spatial variability of hydraulic transmissivity
{the T-field). WIPP PA considers the potential that future potash mining in the McNutt potash zone of
the Salado Formation underlying the Rustler Formation will cause subsidence in the Culebra and hence
increase Culebra transmissivity.

The Culebra flow and transport analysis in this report begins with results from Latin Hypercube Sampling
(LHS) (Kirchner, 2010) and the calibrated Culebra T-fields (Hart et al., 2009). Cumulative releases of
radionuclides through the Culebra to the accessible environment (the Culebra outside the WIPP land
withdrawal boundary {LWB}) are inputs to CCDFGF {Camphouse, 2010). Discussion of the data flow
between the different elements of PA can be found in the PABC-2009 summary report {Clayton et al.,
2010).

The work reported herein was conducted under the analysis plan for the Calculation of Culebra Flow and
Transport PABC-2009 (AP-144), (Kuhlman, 2009), which is a subset of the work broadly described by AP-
145, the analysis plan for the CRA-2009 Performance Assessment Baseline Calculation{Clayton, 2009a)

This report documents the analysis performed regarding the release mechanism related to groundwater
flow and transport through the Culebra. The analysis report associated with AP-114 Task 5 (Hart et al.,
2008) documents the development of the 1000 base T-fields {before calibration) for the Culebra and the
analysis report associated with AP-113 Task 7 (Hart et al., 2009} documents the subsequent calibration
and selection of 100 calibrated realizations from the base T-fields for use in the PA analysis outlined
here. Background information on groundwater flow and solute transport within the Culebra is
presented in Section 2. The effects of potash mining on the flow-field (Section 3 and Appendix 1) and
the transport of radionuclides through these flow-fields (Section 4 and Appendix 2) are both covered in
this report. Results of the flow and transport calculations are summarized and conclusions are drawn in
Section 5.

2 Background

The WIPP repository is located approximately 26 miles (42 kilometers) southeast of Carlsbad, New
Mexico. The disposal horizon of the WIPP is approximately 2,150 feet (655 meters} below the ground
surface in the Salado Formation of the Delaware Basin. The Salado is regionally extensive, consisting
predominantly of halite, a low permeability evaporite (Powers et al., 1978).

The Rustier Formation is located stratigraphically above the Salado Formation and is of particular
importance in estimating the potential for radionuclide releases from the WIPP because it contains the
most hydraulically transmissive units above the repository. In the vicinity of the WIPP, the Rustler
consists of evaporite units interbedded with carbonates and siliciclastic units (Vine, 1963; Holt and
Powers, 1988). The Culebra Dolomite Member has been identified as the most transmissive unit in the
Rustler Formation and consequently it is the most likely pathway for subsurface transport of
radionuclides from the WIPP panels to the accessible environment outside the LWB.



Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Calculations
Page 11 of 139

The Cufebra is an approximately 7.75 meter thick fractured dofomite with nonuniform properties in both
the horizontal and vertical directions {Holt, 1997). There are multiple scales of porosity and
permeability within the Culebra ranging from microfractures to potentially large vuggy zones. Flow
occurs through fractures, vugs and, to some extent, through intergranular pores. The large permeability
contrast between the different scales of interconnected porosity suggests a2 dual porosity
conceptualization consisting of advective porosity (i.e., fracture porosity) and diffusive porosity (i.e.,
matrix porosity). The advective porosity is the void space comprised of the highly transmissive portions
of the rock such as large open fractures and/or interconnected vugs. The diffusional porosity represents
the intragranuiar porosity potentially including microfractures or vugs. Tracer tests conducted in the
Culebra at the WIPP site have shown characteristics of both advective transport and matrix
diffusion(Meigs et al., 2000).

Although the Culebra properties vary in the vertical direction, the error introduced by modeling the
Culebra in two rather than three dimensions has been determined to be negligible for the objective of
groundwater fiow and radionuclide transport calculations(Corbet, 1995).

Potash mining in the WIPP area involves resource extraction below the Culebra dolomite in the McNutt
Potash zone, a subsection of the larger Salado Formation that underlies the Rustler Formation. Itis
hypothesized that subsidence of the Culebra due to potash mining leads to fracturing and
unconsolidation, resulting in higher Culebra transmissivities. This increase in transmissivity may
significantly change the regional groundwater flow pattern in the Culebra and additionally the transport
of any nuclides entering the aquifer from the underlying repository. WIPP PA includes mining scenario
calculations to estimate the impact potash mining may have on groundwater flow and radionuclide
transport.

The key steps in estimating radionuclide transport through the Culebra include:

1. Construction of base geostatistical realizations of Culebra hydraulic transmissivity (T),
anisotropy, storativity, and recharge fields (collectively referred to as “T-fields”);

2. Calibration of the T-fields to observed heads;

3. Modifying the T-fields to account for potential subsidence due to potash mining beneath the
Culebra;

4. Calculating steady-state groundwater flow-fields for each mining-modified T-field; and

5. Calculating radionuclide transport through the Culebra for each flow-field. Culebra transport
simulations calculate the cumulative discharge at the WIPP LWB over the 10,000-year regulatory
period due to a source located at the center of the waste panel area. The source releases 1 kg
for each of several radionuclides over the first 50 years of the simulation.

The work reported herein includes steps 3-5. The construction of base geostatistical realizations of
Culebra T-fields (step 1} was covered in AP-114 Task 5 (Hart et al., 2008), and the calibration of these T-
fields (step 2) was covered in AP-114 Task 7(Hart et al., 2009).
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3 Culebra T-Field Mining Modifications and Flow-field Calculations

3.1 Overview

The PABC-2009 Culebra T-field mining modifications and flow-field calculations largely follow the
procedure used in the PABC-2004 {Lowry and Kanney, 2005), with two exceptions: 1) a new definition of
the region containing minable potash is used, and 2) the new T-fields developed and calibrated as part
of AP-114 Tasks 5 and 7 are used as inputs. The procedure for this analysis is summarized below:

1. Obtain the sampled values for the random mining modification factor {100 vectors x 3
replicates);

2. Map potential areas of future potash mining onto the groundwater modeling domain for both
full- and partial-mining scenarios;

3. Apply the mining modification factor to the 100 stochastically calibrated T-fields from AP-114
Task 7 (Hart et al., 2009), producing 600 mining-modified T-fields (100 vectors x 2 mining
scenarios x 3 replicates);

4. Perform steady-state flow simulations for each of the 600 mining-modified T-fields using
MODFLOW-2000 (also known as MODFLOW or MF2K);

5. Perform particle tracking using the new mining-affected flow-fields to determine advective
travel times to the LWB; and

6. Refine the flow-field to a finer grid size and re-execute MODFLOW to create flow-fieids as input
for the Culebra radionuclide transport calculations.

This analysis report represents the latest effort in characterizing mining effects in the Culebra and
highlights the differences and additions relative to past calculations (Ramsey and Wallace, 1996; Lowry,
2003a; 2003b; Lowry, 2004). The reader is encouraged to review the past documents for further
background information.

The PABC-2009 models two categories of mining-impacted transmissivity fields: partial mining with only
mining outside the LWB and full mining with regions both inside and outside the LWB mined.

Starting with the 100 stochastically calibrated T-fields from Hart et al., {2009), T-fields are modified to
reflect the effects of mining by multiplying the transmissivity value in cells that fie within designated
mining zones by a random factor uniformiy sampled between 1 and 1000. The range of this factor is set
by the EPA in regulation 40 CFR 194.32(b) {U.S. EPA, 1996). The scaling factor for each T-field is provided
from Latin Hypercube Sampling (LHS), {Kirchner, 2010).

A farward steady-state flow simulation is run for each new T-field under each mining scenario (full and
partial) across three replicates of mining factors, resulting in 600 simulations. Particle tracking is
performed on both the 100 original and 600 modified flow-fields to compare the flow path and
groundwater travel time from a point above the center of the WIPP disposal panels to the LWB. CDFs
are produced for each mining scenario and compared to the undisturbed scenario. The CDFs describe
the probability of a conservative tracer (i.e., a “marked” water particle) reaching the LWB at a given
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time. In addition to comparing travel times, particle-tracking directions are also examined to determine
the effect on the regional flow direction in the WIPP area due to mining.

The parameter fields for the mining scenarios are then copied to a finer grid and the resulting flow-fields
are passed to the transport analysis, which performs radionuclide transport modeling in the Culebra.

3.2 Approach

3.2.1 Modeling Assumptions

Besides assumptions inherent in all modeling exercises (e.g., physical processes can be adequately
parameterized and estimated on a numerical grid), there are several assumptions that are specific and
important to the PABC-2009 analysis. Those assumptions are as follows:

1. Itis assumed that the boundary conditions along the model domain edges are known and are
not dependent on mining (internal fixed-head cells are modified). The reasoning for this
assumption is described in Section 3.3.1.

2. Itis assumed that the flow field, over the duration of the particle tracking and transport times,
can be represented by steady-state conditions. This is related to the first assumption; the
boundary conditions are also assumed to remain constant over time. This assumption is
necessary since data do not exist that can predict the transient conditions in the Culebra at the
site over the time frames involved (>10,000 years).

3. Itis assumed that the mining effects can be adequately represented with a single mining factor
that increases the transmissivity uniformly across the potential mining zones within the Culebra.
This is directed by EPA regulation 40 CFR 194.32(b) (U.S. EPA, 1996).

Further assumptions related to the flow modeling and calibration of the T-fields can be found in AP-114
Task S (Hart et al,, 2008) and Task 7 (Hart et al., 2009).

3.2.2 Potash Mining Parameter Modifications

Potash mining in the region surrounding WIPP invoives underground excavation in the McNutt Potash
zone of the upper Salado Formation, which is located stratigraphically above the WIPP repository
horizon, but below the Culebra Member of the Rustler Formation (see Figure 3-1). Itis hypothesized
that subsidence due to collapse of the underground voids created in the McNutt potash zone during
mining will lead to increased permeability in the Rustler Formation, due to increased fracturing. The
purpose of the mining scenario calculations is to determine the impact of potash mining on
groundwater flow directions and transport velocities in the Culebra. This analysis largely represents a
re-application of the methods used in PABC-2004 {Lowry and Kanney, 2005}, with a few minor
exceptions:

1. The definition of the regions where minable potash is believed to exist, obtained from the
Bureau of Land Management (BLM) (Cranston, 2009}, has been updated.
2. The configuration of the MODFLOW model that mining modifications are being applied to has
changed (see Figure 3-2):
a. The eastern iimit of the model domain has moved 6 km east.
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b. The no-flow boundary condition present along the western edge of the PABC-2004
model has been eliminated in the southern half of the model domain.
c. The “halite-sandwiched” region of the Culebra (east of either the M2/H2 or M3/H3
Rustler halite margins} is now constant head.
The way the mining-modified areas interact with internal boundary conditions of the flow model
has changed, due to the change in the boundary conditions (there were no internal boundary
conditions in the PABC-2004 MODFLOW model).

Depth (m)

TAHAE01-97-C
Figure 3-1. Generalized stratigraphy near WIPP

3.2.3 Software and Run Control

The mining-modified Culebra flow-fields and particle tracks were produced on the WIPP PA Pentium 4
Cluster using MODFLOW(Harbaugh et al., 2000), DTRKMF (Rudeen, 2003), and several utility codes (see
Appendix 4 for code listings).

With the exception of the conversion of the potash definition shapefile to ASCII, the calculations were
performed under formal run control{Long, 2010). The run control scripts extracted executables and
input files from access-controlled repositories, performed the calculations in access-controlled
directories, and stored the output files in access-controlled repositories. The Run Control Coordinator
performed the calculations using a reserved account {run_mast) on the cluster. Input and output files
were archived using the CVS version control system.

The mining modification simulations were run using an input file (nining mods. inp) that drives the
run control Python program ReadScript.py (Kirchner, 2008). The run control program creates the
required directory structure, checks out the required input files, executes the main Bash shell script
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(run_mining mods. sh}), and checks the results back into CVS. This driving Bash shell script
performs five major functions (see Appendix 1 for a detailed narrative of the process):

1. Convert potash definition shapefile to ASCI! files indicating mining-affected MODFOW model
celis;
Modify MODFLOW model properties in response to mining;
Run MODFLOW and DTRKMF for each of 700 scenarios (600 mined + 100 original) using original
100 m grid;

4. Convert MODFLOW input data to S0 m transport grid; and

5. Run MODFLOW for each of 600 mined scenarios using 50 m transport grid, converting output to
format required for VTRAN2Z,

3.2.4 Radionuclide Transport Calculations

The steady-state flow-fields are computed using MODFLOW after adjustments to account for potential
effects of potash mining. These flow results are used as inputs to the SECOTP2D solute transport model,
which predicts the fate of radionuclides released from a point located directly over the center of the
waste disposal panels. This portion of the analysis is largely unmodified from the analysis done for
PABC-2004 (Lowry and Kanney, 2005), aside from the changes in K; ranges and the MODFLOW velocity
fields used as inputs,

3.3 Model Domain and Discretization

The eastern limit of the MODFLOW model domain used in the PABC-2009 analysis (Hart et al., 2008) is
extended eastward, compared to the MODFLOW domain used in the PABC-2004 analysis {see both
boundaries in Figure 3-2). This change was made in order to locate the boundary in an area where halite
is present in all of the non-dolomite members of the Rustler Formation, simplifying the specification of
the eastern model boundary condition. The new extent of the model domain is 601700 m to 630000 m
x and 3566500 m to 3597100 m y (see Table 3-1 for these and other relevant UTM NAD27 Zone 13
coordinates}. The MODFLOW flow model domain is aligned with the primary compass directions and is
aerially discretized into 100 m square cells, yielding a model that is 284 cells or 28.4 km wide (east-west)
by 307 cells or 30.7 km tall (north-south). The Culebra is modeled as a single horizontal layer of uniform
7.75 m vertical thickness.



Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Calculations
Page 16 of 139

Table 3-1. UTM NAD27 Zone 13 coordinates defining extents of model domains

Domain UTM NAD27 UTM NAD27
Carner X [m] Y [m]
MODFLOW Flow Mode! Domain
Northeast 630,000 3,597,200
Northwest 601,700 3,597,200
Southwest 601,700 3,566,500
Southeast 630,000 3,566,500
WIPP Land Withdrawal Boundary
Northeast 616,941 3,585,109
Northwest 610,495 3,585,068
Southwest 610,567 3,578,623
Southeast 617,015 3,578,681
SECOTP2D Transport Model Domain
Northeast 617,750 3,583,000
Northwest 610,250 3,583,000
Southwest 610,250 3,577,600
Southeast 617,750 3,577,600
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Figure 3-2. PABC-2004 {black dashed line) and PABC-2009 (solid biue line] MODFLOW domains, SECOTP2D transport domain
(red), and WIPP LWB shown for comparison.
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3.3.1 Boundary and Initial Conditions

Like the model domain and discretization, the boundary and initial conditions used in the PABC-2009 are
described fully in AP-114 Task 7 {Hart et al., 2009). Freshwater head data were used from May 2007,
consisting of 44 head measurements across the modeling domain; see AP-114 Task 6 {lohnson, 2009) for
details regarding the calculation of freshwater head values. A multi-parameter parametric surface is
used to fill initial head values everywhere except in the constant-head zone east of the halite margin
{Hart et al., 2009).
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Figure 3-3. initial and boundary heads for non-constant-head portion of domain (left) and entire domain (right} (Hart et al.,
2009). Coardinates are cell-based.

The model boundary conditions along straight-line portions of the north, west, and south edges of the
domain are specified head. The parametric function values determining the initial heads are assigned to
constant-head cells and kept fixed throughout the simufation. Since simulations are steady state,
determination of the initial heads is important only in relation to setting the fixed boundary conditions.
The constant-head region associated with the halite-sandwiched portion of the Culebra (light gray
region in Figure 3-2) is specified head, set to the land surface elevation (see right plot in Figure 3-3). The
piecewise-linear boundary in the northwest corner is a no-flow boundary and is paratlel to the Nash
Draw groundwater divide {implemented using no-flow cells indicated with dark gray in Figure 3-2). The
axis of Nash Draw is interpreted as a regional groundwater divide, draining the Rustler units to the east
(and also by symmetry to the west). The initial head contours across the non-constant-head portion of
the modeling domain are shown in more detail (only the values specified by the parametric equation) in
the left plot of Figure 3-3. The effects of potential potash mining on the boundary conditions must be
considered because the extent of minable potash ore extends beyond the modeling domain (see Figure
3-4). Regional flow rates within the flow model are controlled by the boundary conditions and the
hydraulic conductivity distribution. The regional gradient across the domain is approximately

(943.9 m - 911.6 m)/30.7 km = 0.00105 (1)
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For the current grid, we average the constant heads along the non-halite-sandwiched portion of the
northern boundary {columns 1-140, 943.9 m), subtract the average heads along the entire southern
boundary (911.6 m), and then divide by the north-south model domain distance (30.7 km). It is assumed
that mining impacts would not significantly change this regional gradient and thus the specified initial
conditions for the mining scenarios are identical to those in AP-114 Task 7 (Hart et al., 2009). In addition,
the CCA, CRA-2004, and PABC-2004 all used this same conceptualization (keeping the outer boundary
conditions fixed between the mining and non-mining scenarios); the same conceptualization is
maintained to allow for comparisons between the different models.

NAD27 UTM ¥ (m}
3500000

620000 30000
NAD27 UTM X (m)

Figure 3-4. Comparison of minable potash to the flow and transport modeling domains; green hatched area from 8LM
shapefile {Cranston, 2009)
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3.3.2 Determination of Potential Mining Areas

The 2009 version of the Bureau of Land Management {BLM) map indicating the distribution of minable
potash ore was obtained from BLM as an ESRI shapefile {Cranston, 2009). The conversion of this
shapefile to an integer matrix corresponding to Culebra MODFLOW model celis {indicating whether a
made! cell was affected by mining or not) is explained in Section A1.1.

Since the potash-mining horizon is located in the Salado Formation, below the Culebra, the areas
disturbed by mining activities in the Culebra are larger than mined areas in the Salado due to angle-of-
draw effects; the subsidence effects do not propagate up vertically, but instead they propagate up and
out at 45° angles between horizontal and vertical. The final conclusion is that a 253-m-wide collar was
to be added to the mining-impacted areas (Ramsey and Wallace, 1996; Bertram, 1995). This is
considered a conservative estimate of the angle-of-draw effects. To accommodate the angle of draw,
the mining zone boundaries, as overlaid on the current model grid, were extended outward three cells
(300 m) in the x- and y-directions, and two cells (283 m) in the diagonal directions (see Figure 3-5 for an
illustration of the mining-expansion stencil). The PABC-2002 modeling domain and mining zones for the
full-mining case are shown in comparison to the 1996 CCA and the CRA-2004 delineations in Figure 3-6.
The comparison of the current and previous partial-mining cases is shown in Figure 3-7. A close-up of
the WIPP site and the distribution of minable potash is shown in Figure 3-8; it illustrates how the
definition inside the WIPP LWB has changed significantly since PABC-2004. For the PABC-2004, the
closest minable potash was approximately 1,230 m from the center of the WIPP panels in the southeast
direction; for PABC-2009, this distance has reduced to approximately 670 m (in a more easterly
directiony}.

Figure 3-5. Stencil used to expand areas of predicted potash {red cell with M) to model cells affected by mining-related
subsidence from 45° angle of draw (blue cells with A)

The output of this mining-area delineation is a file that contains one value for each cell in the grid. A
value of 1 means the cell lies within a potential mining-affected zone, and a value of 0 means that it is
outside a potential mining-affected zone. See section Al.3 for a detailed narrative description of the
calculation of the mining-modified areas.
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Figure 3-6. Definitions of mining-affected areas in full-mining scenario between current and previous models. Base image is
Figure 3.2 from Lowry and Kanney (2005}.
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Figure 3-7. Definitions of partial-mining-affected areas between current and previous applications; base image is Figure 3.3
from Lowry and Kanney {2005).
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Figure 3-8. Comparison of minable potash distribution inside WIPP LWE for PABC-2004 (dark gray) and PABC-2009
(transluscent green). The WIPP repository plan is shown for comparison, from Figure 3.6 of Lowry and Kanney {2005}

3.3.3 Use of Mining Zones in Forward Simulations

The calibration process in Hart et al., {2009) produces 100 sets of transmissivity, horizontal anisotropy,
storativity, and areal recharge fields (often referred to simply as “the T-fields” because in previous
versions only transmissivity was calibrated) that each minimize the error between cbserved and model-
calculated head distributions. The hydrologic conceptual model produces an ensemble of 1000
uncalibrated parameter fields (Hart et al., 2008). Two hundred of these were randomly sampled from
the ensemble and calibrated; the best 100 were selected as the final calibrated set based on their ability
to recreate observed head data (Hart et al., 2009). To simulate the effects of mining, each selected T-
field is multiplied by its own unique mining scaling factor in areas of potential mining, and MODFLOW is
run with these mining-modified T-fields to produce the mining-affected head and flow distributions.
The cell-by-cell flow budget files are used in particle tracking and radionuclide transport calculations. To
demonstrate stability in mean results, three different sets of mining factors are used, each set forming a
replicate (given here as R1, R2, and R3). Thus, for each mining scenario (full and partial), three sets of
100 mining-altered T-fields and related cell-by-cell flow budgets are produced.

3.3.4 Particle Tracking Simulations

In each realization, a single conservative particle is tracked from the UTM NAD27 coordinate x =
6135975 m, y = 35813852 m (i.e., the location of monitoring well C-2737, directly above the center of
the WIPP waste panels) to the LWB (Table 3-1) for each combination of T-field, replicate, and mining
scenario using the DTRKMF code. Two main outputs are generated from the suite of particle tracks.
First, plots are constructed showing the individual tracks for all 100 T-fields in each scenario for each
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replicate (six plots total). This allows visual comparison of the prevailing flow directions for the ful!- and
partial-mining scenarios and the qualitative comparison of the variability of the tracking direction.
Secondly, CDFs are constructed for each replicate and scenario, which describe the probability that a
water particle will cross the LWB in a given amount of time. The six plots and the CDFs are presented in
Section 3.4,

3.4 Particle Tracking Results

Particle tracks were computed using DTRKMF (Rudeen, 2003), which uses the binary cell-by-celi flow
budget files produced by MODFLOW-2000. In flow calculations, the full 7.75 m thickness of the Culebra
is used, while for transport and particle tracking purposes the thickness is reduced to 4.0 m to focus all
flow through the lower, more permeable portion of the Culebra (Holt, 1997). An average value of 16%
porosity is used for the particle tracking calculations, as was used in AP-114 Task 7 {Hart et al., 2009).
Porosity directly affects transport, but is not needed for the calibration of the flow model.

Particle tracking is performed to allow comparison between the two mining scenarios and the non-
mining scenario, which was not used in the SECOTP2D radionuclide transport calculations. The particle
tracking results illustrate the advective pathway taken by a marked water particle and do not take into
consideration retardation, dispersion, or molecular diffusion. The particle tracks also allow easier
comparison of the 600 results (each a 10 trace) in a single plot, in contrast showing 600 sets of
concentrations (each a 2D field) produced from SECOTP2D.

3.4.1 Particle Travel Times

Compared to the non-mining scenario (results already given in AP-114 Task 7 (Hart et al., 2009)), the
travel times for the partial-mining scenarios are longer, while travel times for the fuil-mining scenarios
are shorter. The median travel time across all three replicates for the full-mining scenario is
approximately 0.689 times the median travel time of the non-mined scenario (see Tabie 3-2, Figure 3-9
and Figure 3-10 for summary statistics and comparison to PABC-2004 results). All advective particle
travel times are plotted, but it should be noted that the regulatory limit for radionuclide transport
modeling is 10,000 years, taking into consideration retardation, diffusion, and dispersion (which don’t
apply to particle track modeling). The median travel time across all three replicates for the partial-
mining scenario is 3.034 times greater than for the non-mining scenario. For PABC-2004, travel times in
both the full- and partial-mining scenarios were siower {longer) than for the non-mining scenario. The
COFs for the full-, partiai-, and non-mining scenarios are shown in Figure 3-9.
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Table 3-2. Particle tracking travel time statistics {years}; PABC-2004 statistics from Table 3.22 of Lowry and Kanney (2005}

PABC-2009 PABC-2004
Replicate  Statistic Full Partial No Mining Full Partial No Mining
Median 5,138 22,581 - 64,026 117,815
R1 Max 200,260 91,1195 2,175,165 2,727,191
Min 1,591 5,042 2,130 5,185
Median 4,956 21,999 : 80,801 148,489 _
R2 Max 94,852 84,929 N/A 2,059,263 1,667,084 N/A
Min 1,421 5,037 2,463 4,855
Median 5,560 22,537 74,315 113,919
R3 Max 93,172 86,758 1,779,512 3,128,693
Min 1,421 4,505 2,507 3,314
Median 5,084 22,376 7.374 70,170 131,705 18,289
Global Max 200,260 91,119 73,912 | 2,175,165 3,128,693 101,205
Min 1,421 4,505 2,618 2,130 3,314 3,111
1 e C————
ag
2 o8 [
g
%
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R3 full
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R2 partial ——s—
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o / NC MHNiNg =——
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travel tima to WIPP LWB (vears)

Figure 3-9. CDF of advective particle travel times from the center of the WIPP waste panels to the WIPP LWB for full, partial,
and non-mining scenarios
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Figure 3-10. Comparison of advective particle travei time CDFs for PABC-2009, PABC-2004, and CCA.

3.4.2 Flow Directions

The particle track directions for the non-, full-, and partial-mining scenarios for the PABC-2009 are
illustrated in Figure 3-11 to Figure 3-14. Like past mining scenario calculations (i.e., PABC-2004), there is
a strong similarity between the three replicates (R1, R2, and R3) for each scenario (full or partial mining),
although the travel directions for the PABC-2009 are different than for the PABC-2004 (Lowry and
Kanney, 2005}). A larger amount of minable ore inside the WIPP LWB, especially the ore immediately to
the east of the particle release point, leads to different effects of full mining on travel times, compared
to PABC-2004. Nearly all particles immediately go east to this boundary and then move south along it
towards to the edge of the LWB at approximately x = 612.75 km (see Figure 3-12 and Figure 3-15).
This is in contrast to the partial-mining scenario where the tracking directions are more similar to the
non-mining scenario, but more evenly distributed spatially along the southern boundary. In the non-
mining scenario, most of the particles exit near the high-transmissivity zone at approximately

x = 615 km.
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Figure 3-11. Particle tracks for non-mining scenario; black box is WIPP LWB, green circles are Culebra monitoring well
locations.
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Figure 3-12. Particle tracks for R1. Small magenta squares and black crosses indicate centers of MODFLOW celis located
within potash and mining-affected areas, respectively; thin black line is minable potash definition.
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Figure 3-13. Particle tracks for R2. Small magenta squares and black crosses indicate centers of MODFLOW cells located

within potash and mining-affected areas, respectively; thin black line is minabie potash definition.
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Figure 3-14, Particle tracks for R3. Small magenta squares and black crosses indicate centers of MODFLOW cells located

within potash and mining-affected areas, respectively; thin black line is minable potash definitian.

High-transmissivity areas corresponding to the mining-affected zones create preferential pathways
through the system (see oranges and yellows in Figure 3-16). These preferential pathways resuit in

higher velocities and flow rates through the mining zone and therefore relatively slower velocities in the
non-mined areas. In the partial-mining scenario, where there is no mining inside the WIPP LWB, the
preferential pathway goes “around” the LWB, rather than through it {similar to behavior seen in both
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mining scenarios for PABC-2004). In the full-mining scenario, the mined regions are closer to the release
point than in PABC-2004 (see Figure 3-8 for comparison), giving the particles a high-transmissivity
pathway from the release point to the LWB, resulting in shorter travel times than the non-mined
scenario (this behavior is different from that predicted using the PABC-2004 model). A comparison of
the median, maximum, and minimum travel times for each scenario is presented in Table 3-2.

Mining

692.0 613.0 614.0 614.5 615.0 615.5

Partial Mining

6120 614.0

Full Mining

UTM X coordinate of particle exit point from LWB [km]

Figure 3-15. Histograms of particle x-coordinates at exit point from LWB; full and partial-mining include all three replicates
(note different vertical scales between plots; no mining contains 100 particles while mining scenarios include 300 particles)
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Figure 3-16. Magnitude of Darcy flux for r440 R2 for no, partial, and full-mining scenarios using cell-based coordinates; LWB
{black) and SECOTP madel domain {red) shown for reference.

3.4.3 Particle Speeds
Instantaneous speeds (the magnitude of particle velocities) were calculated from the DTRKMF particle

locations and times using backwards finite differences,

V(tpyy) = -

2)

tiar — 4
where a subscript j indicates the previous time step (a record or line in the DTRKMF output file) and a
subscript i+1 is the current time step. This approach assumes a straight line connects the locations at
the beginning and ends of the step, so it is potentially underestimating speeds, but step sizes are small
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and error should be minimal; these values should be used for qualitative comparisons between
realizations and scenarios, rather than quantitative estimates of true particle velocities.

In Figure 3-17 through Figure 3-20, the color of the diamond indicates the particle velocity; the dots are
located at the midpoint of the step, e.g., Xpigp = %[x(t,-) + x(ti+1)]: Ymidpt = %[y(t,-) + y(ti+1)] In
the no-mining case (Figure 3-17), the highest particle velocities are in the southeastern portion of the
particle swarm, corresponding to the high-transmissivity pathway (Hart et al., 2009) exiting the LWB at
approximately X=614,750 m (Figure 3-15). The effects of the full-mining scenario are clearly evident in
the left portions of Figure 3-18 through Figure 3-20; high particle velocities (yellows and oranges} are
found along the margin of the mining-affected areas, where particles enter the increased-transmissivity
region. For comparison, in the partial-mining scenario the particles are relatively slowed down and
more evenly distributed in the region between the release point and the southern WIPP LWB.
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Figure 3-17.Particie speeds for non-mining scenario computed from DTRKMF results
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Figure 3-18. Particle speeds for R1, computed from DTRKMF results
R2 Full Mining R2 Partial Mining
i
100 g
2
D
i
10 g
1
614 614
UTH ND27 X (km) UTH NAD27 X (km}
Figure 3-19. Particle speeds for R2, computed from DTRKMF results
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Figure 3-20. Particle speeds for R3, computed from DTRKMF results



Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Calculations
Page 32 of 139

3.5 Particle Tracking Discussion

Correlation analysis for the PABC-2009 particle tracking calculations shows that travel time and the
random mining factor are weakly correlated for the partial- {Figure 3-21} or full-mining (Figure 3-22}
scenarios. This is similar to what was observed for the PABC-2004 {Lowry and Kanney, 2005). The high
scatter in Figure 3-21 and Figure 3-22 indicates that the transmissivity spatial distribution plays the more
significant role in determining the travel time than the mining factor does. See Appendix 1 {Figure A1-9)
for a cross-sectional comparison of transmissivity for each mining type, showing that the variability in
the transmissivity due to calibration is on the same order as that due to mining for a single realization.
The mining factor plays a weak but slightly larger role in explaining the observed variance for the partial-
mining realizations (Figure 3-22) than the full-mining realizations (Figure 3-21}), based on the larger (but
still very small) R? value for the straight-line fit of log;, travel times to mining factors.

5.5

y = 0.0003x + 3.6261 Full Mining (R1,R2 & R3) «
R? = 0.0561

*¥

Log,, travel time to WIPP LWB (years)

Random Mining Factor

Figure 3-21. Mining factor and travel time to WIPP LWB for full-mining scenario (all replicates)
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Figure 3-22. Mining factor and travel time to WIPP LW8 for partial-mining scenario (all replicates)
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4 Radionuclide Transport Calculations

4.1 Background and Theoretical Overview

The Culebra radionuclide transport calculations are performed using SECOTP2D, a two-dimensional,
dual-porosity solute transport code developed to simulate radionuclide transport through fractured
porous media (Salari and Blaine, 1996; Ramsey, 1997). This section describes the process for
incorporating the MODFLOW flow-fields into the Culebra transport model, an overview of the theory
underlying the SECOTP2D code, and a description of the parameters used in the Culebra transport
calculations.

4.1.1 Relationship Between Flow and Transport Modeling Domains

The spatial domain used for the transport calculations, in relation to the groundwater modeling domain
and the LWB, is shown in Figure 3-2. The UTM coordinates of the extent of the transport domain are
given in Table 3-1.

The domain used in the transport calculations is a subregion of that used for the groundwater flow
calculations. This subregion is approximately 7.5 km by 5.4 km, aligned with the principal compass
directions and the principal directions of the groundwater flow domain. The transport domain extends
beyond the boundaries of the WIPP LWB in the east-west direction {approximately 250 m to the west
and approximately 750 m to the east). Since the undisturbed groundwater flow direction is generally
north to south, the transport domain is shifted so that it extends from a point midway between the
center of the waste panels and the northern LWB to approximately 1 km beyond the southern edge of
the LWB. The transport calculations use a uniform computational grid composed of square S0 m cells,
created by subdividing MODFLOW flow model cells into four equal-sized cells.

4.1.2 Flow-Field Extraction
Several issues need to be addressed when using the resuits of the MODFLOW groundwater flow
calculations as input to the SECOTP2D Culebra transport calculations:

1. The MODFLOW code outputs the volumetric flux [m®/s] across the face of each cell in the
computational mesh, while the SECOTP2D code suite expects the flow-field in terms of the
Darcy or specific discharge [m/s] at cell faces.

2. The computational domain used in the transport calculations is a sub-region of that used in the
groundwater flow calculations.

3. The origin of the two-dimensional MODFLOW computational mesh is the northwest corner of
the groundwater flow modeling domain (i.e., spreadsheet convention), while the origin of the
SECOTP2D computational mesh is the southwest corner of the transport model domain (i.e.,
Cartesian coordinate convention).

4. The sense of coordinate system used by MODFLOW also differs from that used by SECOTP2D;
the positive y-direction in MODFLOW is opposite (increasing to the south) that of SECOTP2D
{increasing to the north) and thus the flux in the y-direction has different sense in the two
systems.
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5. MODFLOW defines the x-direction flux for a given celi index as the flux through that cell's right
face while SECOTP2D defines it as the flux through the neighboring cell’s left face.

The specific discharge or Darcy velocity [m/s) across the cell face is computed by dividing the volumetric
flux across the cell face by its area {see Figure 4-1);

L G
T A, Ay-Az (3)
Yy _ 9
T A, 2x-4z (@)

where u, v are the specific discharge values (Darcy velocity) across the cell face in the x- and y-
directions, @, @y are the volumetric fluxes [m?/s] across the cell faces, and A,, A, are areas of the cell
faces perpendicular to the x- and y-directions [m?], respectively.

@, =vd, =vArAz

O, =ud =ulyAz

X

Figure 4-1. MODFLOW volumetric flux and Darcy velocity; A, is perpendicular to the arrow pointing left; A, is perpendicular
to the arrow pointing right
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Columns

SECOTP2D Mesh

Figure 4-2. Velocity transfer between MODFLOW and SECOTP2D meshes

The remaining issues can be dealt with as outlined below and illustrated in Figure 4-2. Let (f, ) be the
x-direction and y-direction indices of a cell in the MODFLOW mesh withj = 1, ..., Negis and i =

1, ..., Nows. Let (I, m) be the indices of the same cell referenced to the SECOTP2D mesh with
{=0,..N+1landm=0,..., Ngy + 1. Note that the SECOTP2D mesh uses a border of ghost cells
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that extend one cell beyond the boundaries of the transport domain in order to implement boundary
conditions.

Since the positive y-direction of the two meshes are opposite in sense, we must have

M
me =V (5)

where the superscript § denotes the SECOTP2D velocity and M denotes the MODFLOW velocity. The
difference in conventions regarding which face to associate with a given cell can be written as

ugm = J:"11,1' (6)
Let Xp:, be the x-direction distance (in number of cells) between the origin of the MODFLOW mesh and

the SECOTP2D. Let Yy, represent the corresponding distance in the y-direction. The MODFLOW cell
indices corresponding to the cell (I, m) in the SECOTP2D mesh are then given by

=1+ Xepire (7)
{=Ypatl-m (8)

The rules specified by equations 5 and 8 may be summarized by the following pseudo-code algorithm:

for{ = 1to N da
for m = 1to N, do
J e T Xopige
ie=Yur+1—m
U = ufly

s M
Vim < Vi
end for
end for

4.1.3 VTRANZ2 OQutput Summary

Figure 4-3 shows ensemble average and standard deviation distributions for Darcy velocity (from VTRAN
output). Each figure is either an average or standard deviation across 300 realizations (3 replicates x
100 realizations). The WIPP LWB, panel outline, and release locations are indicated on each of the six
plots.

The top twa plats in Figure 4-3 show the average magnitude of logyy Darcy velocity (color plot) and
scaled vectors (only one of every five is plotted for clarity} indicating direction. Although color scales are
consistent in each row, arrow sizes are not. The high-transmissivity pathway observed during the SNL-
14 pumping test (the north-south feature located in southern half of the domain approximately
following column 95) is also apparent in both the full- and partial-mining scenarios, as it was in the
unminined MODFLOW scenarios (Hart et al., 2009). The edges of the areas affected by potash mining
can be seen in the color plots. In the full-mining case this appears as the blue irregular shape occupying
the west half of the transport model domain and in the partial-mining case the the edge of the affects of
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mining can be seen just inside the WIPP LWB (see Section 3.3.2 for discussion and illustration of mining-
affected areas).
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Figure 4-3. Ensemble average and standard deviation of Darcy flow velocity magnitude | V| and direction vy, from VTRAN2
(each figure is constructed from 300 realizations); SECOTP2D cell-based coordinates. Quter black line is the LWB, small black
box outlines the WIPP panels, with the yellow star at the release point {C-2737).

The middle two plots in Figure 4-3 show the variability in the magnitude of the logy, Darcy velocity. The
highest variability {red to yellow) is associated with the southern part of the high-T pathway, at or south
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of where the pathway crosses the WIPP LWB. The high-T pathway is the estimated distribution of T
associated with the response observed due to pumping SNL-14 (Hart et al., 2009). The bottom two plots
show variability in the direction of the Darcy velocity. In the full-mining case, there is high variability
(red) in the direction at the WIPP LWB west of the high-T pathway and along the northwest boundary of
the non-mining area (west and north of the release point). Both of these regions of high direction
variance are in areas that are affected by potash mining located immediately next to non-mining areas.
Low variability (blues) in both the magnitude and direction of the Darcy velocity across all the
realizations is found inside the non-mining areas.

Example VTRANZ2 output for a single MODFLOW realization (r440) is shown in the six plots in
Appendix 1 (Figure A1-11). R1 and R3 have relatively high mining factors (663.4 and 902.6, respectively),
while R2 has a moderate mining factor (77.07).

4.1.4 Solute Transport Modeling

The SECOTP2D code assumes parallel-plate fracturing where fluid flow is restricted to the advective
continuum (fractures} and mass is transferred between the advective and diffusive {matrix) continua via
molecular diffusion. The dual-porosity conceptualization is illustrated in Figure 4-4. Retardation is
permitted in both the advective and diffusive domains assuming linear equilibrium isotherms.
Radioactive decay is accounted for through the use of multiple straight decay chains.

Parallel
Fractures

Figure 4-4, Dual-Porosity Conceptual Model
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SECOTP2D solves the following partial differential equation (PDE) for radionuclide transport in the
advective (i.e., fracture) continuum:

0C,
¢‘R¢’¥ =V - (PpDVC, —VCp) — PRpA,Co + PRp_1Ap_1Co_1+ Qe + T (9)

where £ = 1,---, N; is a species index (¥; is the number of species), C, is the unknown concentration of
the " radionuclide in the advective continuum [kg/m?], V is the specific discharge vector [m/s], D, is
the second-rank hydrodynamic dispersion tensor [m?/s], ¢ is the dimensionless advective porosity,

R, is the dimensionless retardation coefficient, 4, is the radioactive species decay constant [1/s],

Q is the specific injection rate [kg/(m™s)], and [} is the mass transfer coefficient between the advective
and diffusive continua per unit volume [kg/{m®s)]. Only the dependent concentration variables (C,) and
the mass transfer coefficient (I';) are both spatially and temporally variable. Flow velocities (the vector
¥ and its components u and v) are spatially variable, but steady state. All other parameters in the
equations are constant in space and time for each realization.

The concentration C; is defined as the mass of the ¢ radionuclide per unit volume of pore fluid. The
advective porosity ¢ is defined as the ratio of the advective pore volume to the total volume. Similarly,
the specific injection rate @, is defined as the rate of mass injected per unit bulk volume per time.
Terms in equation 9 involving £ — 1 are omitted for species that are parents of their respective decay
chains (f = 1). The advective transport equation is linear in C, and is solved simultaneously for all N
species in a given decay chain.

The vector flow-field ¥ is assumed to be independent of the solute concentration. The flow-field is
obtained from MODFLOW and is scaled by a random factor between 1 and 2.25 to account for the
potential impact of climate change (Corbet and Swift, 1996).

The product ¢ D, is defined as

L | | R 2
where a; and ar are the longitudinal and transverse dispersivities of the advective continuum [m], %
and v are the scalar x- and y-companents of the specific discharge vector [m/s}, D; is the free water
molecular diffusion coefficient [m?/s], and  is the dimensionless advective tortuosity defined as the
ratio of the fluid particle flow path length to the length of the porous medium. Note that WIPP PA takes
no direct credit for hydrodynamic dispersion in Culebra transport calcuiations; only mixing due to
molecular diffusion is allowed (i.e., @, = a; = 0 in equation 10 and therefore ¢ D, = ¢dtD;}). WIPP PA
treats the free liquid molecular diffusion coefficient as a function of both radionuclide species and
oxidation state.

The retardation coefficient R, is defined by:

1-¢
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where p; is the Culebra dolomite grain density [kg/m’] and K is the distribution coefficient of the £
radionuclide [m*/kg], equation 11 completely describes the linear isotherm for radionuclide sorption to
the Culebra.

SECOTP2D solves the following one-dimensional PDE for diffusional radionuclide transport in the matrix
continuum:

' ,6C§ d : ,acé Ipl ’ rpf f
PRy ~ g\ PP, ) =~ ReAeLe + P Re1Aes Cony (12)

where (; is the unknown concentration of the £™ radionuclide in the diffusive continuum [kg/rn3}, xis
the spatial coordinate originating from the symmetry line of a matrix block (as shown in Figure 4-4), and
Dy is the matrix diffusion coefficient. The matrix diffusion coefficient is defined as:

D;=1'D; (13)
where 7’ is the matrix tortuosity. All other symbols in equation 12 for diffusive transport have

analogous meaning as those in equation 9 for advective transport except that the prime denotes
diffusive-continuum properties.

The governing equations for the advective (9} and diffusive (12) continua are coupled through the mass
transfer term, I';. Applying Fick's law at the interface between the two continua results in the mass-
transfer equation:

2¢( ,0C; )
Tp=~—|¢'Dp=— (14)
b dy s

where B is the matrix half-block length [m), b is the fracture aperture [m] (see Figure 4-4), the term in
parentheses represents the mass flux per unit area of contact between the advective and diffusive
continua. The term 2¢ /b represents the specific surface area (ratio of surface area to bulk volume) of
the coupled system. In the parallel-plate formulation used in SECOTP2D, the fracture aperture is
defined in terms of advective porosity and matrix half-block length by:

__¢8
=13

b (15)

4.1.5 Model Parameters

The transport equations for the advective and diffusive continua described in Section 4.1.4 contain
many parameters, which must be obtained from measurements, theoretical considerations, or expert
judgment. In general, WIPP PA treats some process mode! parameters as deterministic and others as
uncertain. Uncertain parameters are represented by probability distributions, and sampled values of
uncertain parameters are used in a probabilistic (Monte Carlo} modeling approach to predict repository
performance.

The parameters can be divided into physical parameters and chemical parameters. The physical
parameters are generally properties of the porous Culebra material. The chemical parameters are
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generally properties of the radionuclide species transported. Some chemical parameters are functions
of the oxidation state as well as species.

WIPP PA treats the following Culebra physical transport parameters as deterministic:

advective continuum longitudinal and transverse dispersivity {a;, a7);
fracture tortuosity (1);

matrix tortuosity (z');

skin resistance factor; and

Culebra material grain density (p,).

bk we e

The WIPP PA Parameter Database {PAPDB) designations for these parameters, along with the values
used in this analysis, are shown in Table 4-1; these parameter values have not changed since the CCA.
Table 4-1 shows that no credit is taken for dispersion in the transport of radionuclides in the Culebra
(ap = ap = 0).

Table 4-1, Deterministic physical transport parameters

Model Parameter MATERIAL:PROPERTY Value Units
Longitudinal dispersivity CULEBRA:DISP_L 0 m
Transverse dispersivity CULEBRA:DISPT_L 0 m
Fracture tortuosity CULEBRAIFTORT 1.0 -
Matrix tortuosity CULEBRA:DTORT 0.11 -

Skin resistance CULEBRA ; SKIN_RES 0 -
Material grain density CULEBRA: DNSGRAIN 2820 kg/m?

WIPP PA treats the following Culebra physical transport parameters as subjectively uncertain:

1. advective {fracture) porosity (¢);
2. diffusive (matrix) porosity (¢');
3. matrix hatf-block length [B);

4. climate index;

5. flow-field index; and

6. mining factor.

The PAPDB designations for these parameters, along with the probability distributions used in this
analysis are shown in Table 4-2. Note that these parameter distributions have not changed since the
CCA. The sampled values for any given analysis will depend upon the random seed used in the sampling
algorithm.

Potential climatic changes are simulated as leading to an increase in hydraulic gradients in the Culebra.
This is implemented as a uniform increase in the steady-state velocity fields by the multiplier CLIMTIDX
at the beginning of the simulation (Corbet and Swift, 1996). Calibrated MODFLOW realizations and
mining factors are mapped from one to the other {a different mapping for each replicate) using the
integer index TRANS_IDX,
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See Appendix 2 {Table A2-3) for sampled values of APORQS, DPOROS, HMBLKLT, and CLIMTIDX used in
analysis, and see Appendix 1 (Table A1-12) for values of MINP_FAC and TRANS_IDX used in the analysis.

Table 4-2. Uncertain physical parameters

Model Parameter MATERIAL:PROPERTY  Units Distribution Range Median

Advective porosity CULEBRA:APOROS - log-uniform {1.00e-4,1.00e-2] 1.000€e-3
Diffusive porosity CULEBRA : DPOROS - cumulative [1.00e-1,2.50€e-1] 1.600€E-1
Mr:r::t:alf'bb‘:k CULEBRA :HMBLKLT m  uniform [5.00E-2,5.00E-1] 2.750€-1
Climate index GLOBAL : CLIMTIDX - cumulative [1.00E+0,2.25€E+0] 1.170€e+0
Flow-field index GLOBAL : TRANSIDX - uniform [0.00E+0,1.00E+0] 5.000€E-1
Mining factor CULEBRA.:MINP_FAC - uniform [1.00E+0,1.00E+3] 5.005E+2

WIPP PA treats the following radionuclide chemical parameters as deterministic:

1. radionuclide atomic weight;
2. radionuclide half-life; and
3. radionuclide free liguid molecular diffusion coefficient (D;).

The PAPDB designations for these parameters, along with the values used in this analysis, are shown in
Table 4-3. Note that these parameter values have not changed since the CCA.
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Table 4-3. Deterministic chemical parameters
Model Parameter MATERIAL:PROPERTY Value Units
Atomic Weight'
*1am AM241:ATWEIGHT 2.41057E-01 kg/mole
pyy PU239:ATWEIGHT 2.39052E-01 kg/mole
20h TH230:ATWEIGHT 2.30033E-01 kg/mole
=4 U234 :ATWEIGHT 2.34041E-01 kg/mole
Half-life {t,/,)"*
“Tam AM241:HALFLIFE 1.36400E+10 s
Ppy PU239:HALFLIFE 7.59400E+11 s
207h TH230:HALFLIFE 2,43000E+12 s
B4y U234 :HALFLIFE 7.71600E+12 s
Molecular diffusion coefficient®
Am(Il) AM+3:MDO 3.00000E-10 m?/s
Pu(lll) PU+3:MDO 3.00000E-10 m*/s
Pu(IV) PU+4 : MDO 1.53000E-~10 m?/s
Th(Iv} TH+4 : MDO 1.53000E-10 m?/s
U(Iv} U+4:MDO 1.53000E~10 m*/s
U(v1) U+6:MDO 4.26000E~10 m?/s

1.  Atomic weight and half-life used to calculate specific activity
2. t‘l,g = (ln Z)Ituz
3. Free-liquid diffusion coefficient is a function of species and oxidation state

WIPP PA treats the following radionuclide chemical parameters as subjectively uncertain:

1. oxidation state; and
2. matrix distribution coefficient (K2).

The PAPDB designations for these parameters, along with the probability distributions used in this
analysis, are shown in Table 4-4. Note that the lower bounds of the K; ranges for constituents modeled
(except U(VI)) were lowered (Clayton, 2009b), as requested by the EPA in the third 2009 completeness
letter (Kelly, 2009). The oxidation states and upper limits on the K; parameter distributions have not
changed since the CCA. The sampled values for any given analysis will depend upon the random seed
used in the sampling algorithm.
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Table 4-4, Uncertain chemical parameters

Model MATERIAL:PROPERTY Units Distribution Range Median
Parameter

Oxidation - 01 OXSTAT - uniform [0.00E+0, 1.00E40]  5.00E-1
state index

Matrix distribution coefficient

Am{lll) AM+3:MKD AM m’/kg  log-uniform  [5.00E-3, 4.00E-1] 4.50e-2
Pu(lin) PU+3:MKD_PU m/kg  log-uniform  [5.00E-3, 4.00E-1]  4.50E-2
Pu(Iv) PU+4:MKD PU m’/kg  log-uniform  [5.00E-4, 1.00E+1] 7.10E-2
Th(Iv) TH+4 :MKD_TH m’/kg  log-uniform  [5.00E-4, 1.00E+1] 7.10e-2
U(Iv) U+4:MKD_U m’/kg  log-uniform  [5.00E-4, 1.00E+1]  7.10E-2
Uivl) U+6:MKD U m’/kg  log-uniform  [3.00E-5, 2.00£-2] 7.70E-4

4.2 Transport Results

Radionuclide transport calculations for the Culebra were performed with the SECOTP20D code suite as
described in Section 4.1. All calculations were performed on the WIPP Alpha Cluster under formal run
control procedures (Long, 2010}.

The prediction of interest in the Culebra transport calculations is the cumulative release of radionuclides
at the LWB during the 10,000-year regulatory period. In each transport simulation, 1 kg of each of four
radionuclides is released at the center of the waste panel area during the first 50 years after repository
closure. This unit mass release at the initial simulation time is subsequently scaled and time shifted in
the CCDFGF analysis (Camphouse, 2010). The radionuclides transported in the Culebra are **Am, 2*U,
¥9Th and *°Pu. Pu may be present in either the Pu(lll) or Pu{IV) oxidation state; U may be present as
U(IV) or U(V1), depending on the values of OXSTAT; mixed high- and low-oxidation states do not occur.

Transport calculations were performed for both full-mining and partial-mining scenarios. The partial-
mining scenario assumes potash is only mined outside the LWB, while full mining assumes that all
reserves are exploited both inside and outside the LWB. The effect of mining enters the transport
calculations through the Culebra flow-field computed using MODFLOW (see Section 3).

A total of 300 realizations {three replicates of 100 vectors each) were required for both full- and partial-
mining conditions; 600 Culebra transport simulations were performed. Along with the input files
referenced above, the output (CAMDAT database) files from these simulations are stored in CMS library
LIBPABCOS_ST2D, class PABC09-0 on the WIPP PA Alpha Cluster. The naming convention for the
CAMDAT database files is: ST2D3_PABC09 Rr Mm Vvvv.CDB,wherer € {1,2,3},m € {F,P}, and
vvr € {001,002,...,100}. See (Long, 2010) for a complete description of the run control procedures
used to perform the Culebra transport calculations. In each transport simulation, 1 kg of each of four
radionuclides {***Am, U, **Th, and 2*°Pu) is released in the Culebra at the location of observation well
C-2737 (the center of the WIPP waste panels). Transport of the “°Th daughter product of “**U decay is
calculated and tracked as a separate species. In the following discussion, 2°Th will refer to the ‘U
daughter product and “**ThA will refer to that released at the center of the waste panel area.
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4.2.1 Radionuclide Transport Under Partial-Mining Conditions

Under partial-mining conditions, only 2*U and its daughter product 2°Th had a significant number of
vectors (37 and 21, respectively} where radionuclides were transported to the LWB during the course of
the 10,000-year simulation. Only five vectors of “*Pu and *°ThA reached a 10 kg cumulative release
threshold (Table 4-5), and “1am had no vectors surpassing a 10° kg criterion. The 10° kg cumulative
release reporting or significance threshold is somewhat arbitrary, but is chosen to compare to results
reported previously in PABC-2004 (Lowry and Kanney, 2005).

Table 4-5. Number of vectors exceeding the 10 kg cumulative release threshold during the 10,000 year simulation
g

partial full
RL R2 R3|R1 R2 R3
“am|0 0 0|8 10 3
Ppy |3 1 120 27 22
By |11 14 12|48 50 47
Pth |5 10 636 38 42
Tha| 2 3 0|21 31 29

The total numbers of vectors with releases greater than the 10 kg criterion, tabulated in Table 4-5, are
shown in Figure 4-5 as histograms of log cumulative releases. The individual histograms in Figure 4-5 are
arranged similar to the rows and columns in Tahle 4-5 through Table 4-8. The histograms give more
information about the distribution of vectors with cumulative releases greater than the 10 kg criterion,
rather than just the total number of them.
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Figure 4-5. Histograms showing distribution of cumulative releases greater than 10° kg, each x-axis is log,, cumulative
release (kg), each y-axis is number of vectors per bin (bins are one log cycle wide).

Table 4-6 shows the maximum cumulative release predicted for each group of 100 vectors, including alt
vectors (not just those greater than the 10 kg criterion). These values correspond to the rightmost bar
in the histograms shown in Figure 4-5. The results for 2**Am are very low and are likely caused by
numerical dispersion, as the concentrations reported are so low as to be physically unrealistic. The
maximum masses reported reaching the WIPP LWB are smaller than can validly be simulated using
SECOTP2D and can therefore be considered to be effectively zero.

Table 4-6. Maximum cumulative release (kg) within each group of 100 vectors at 10,000 years

full
R1 R2 R3
Am 4.6e-27 7.4e-20 4.3e-23 11e07 7 8.6e-08
%%y 3.9e-08 3.3e-05 5.7e-07 3.3e-02 2.5e01" 1.1e-01
24 7.1e-01 7.5e-01 25e-01 9.9e-01 9.9e01 1.0e+00"
ZTh 99004 1.0e-04 1.9e06 4.2¢-03" 2.6e03 9.2¢-04
B9hA 85e06 9.5e-04 2.6e-12 2.1e-01" 1.80-01 6.6e-02

Indicates the largest maximum release for each radionuclide
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The identities of the vectors that produced the largest cumulative releases in Table 4-6 are listed in
Table 4-7. In R1, the highest releases of **U and both *°Th are from V098. Similarly, in R2 and R3, the
same vector that had the highest release of 2*U also had the highest release of “°Th.

Table 4-7. Vector number correspanding to maximum cumulative release to WIPP LWB over 10,000 years {see Table 4-6)

partial full
RI R2 R3 R1 R2 R3
“am | V018 V099 V053 | V033 V099* V057
Py | V071 VOS0 V040 | VIOO VOSOT  vOD4
4y |vo9s V033 V036 |v0o9s V088 v036”
oTh | v098 V033 V036 | vOS7* V012 V084
POTha | V098 v045 V097 | voos® vo45  v097

¥ Indicates the la rgest maximum release for each radionuclide

Table 4-8 shows the median cumulative releases for each set of 100 vectors (including those less than
the 10” kg threshold, which were left out of Table 4-5 and Figure 4-5). The median concentrations for
all radionuclides in Table 4-8 are so low as to be physically unrealistic (not just ***Am), and are
essentially zero. These near-zero median concentrations indicate that under partial-mining conditions
at least half of the vectors have essentially no simulated transport to the LW8.

Table 4-8. Median concentration at 10,000 years across all 100 vectors for each species and mining scenario

partial full
R1 R2 R3 R1 R2 R3
*IAm | 0.0e+00 0.0e+00 0.0e+00 | 1.3e-17 3.7e-17 3.6e-17
py | 0.0e+00 0.0e+00 0.0e+00 | 3.5e-14 3.2e-15 3.de-14
20 | 4.0e-39 0.0e+00 0.0e+00 | 3.2e-10 1.1e-09 2.0e-10
Z0Th | 2.7e-38 0.0e+00 1.9e-39 | 2.1e-11 4.5e-12 8.6e-13
Z°ThA | 0.0e+00 0.0e+00 0.0e+00 | 1.4e-13 1.2e-15 1.7e-14

4.2.2 Radionuclide Transport Under Full-Mining Conditions
Under full-mining conditions, all five simulated species had significant numbers of vectors transporting
cumulative releases greater than the 10 kg threshold to the LWB during the course of the 10,000-year
simulation (see the right half of Table 4-5). Reieases greater than 10 kg were calculated for all

simulated radionuclides for all three replicates.

The simutated constituents sorted by the numbers of vectors exceeding the 10® kg cumulative release

threshold were 2

surpassed the 107 kg cumulative release threshold.

U, 2°Th, 2°ThA, 2°Pu, and 2’Am, in descending order. Nearly half of the 2*U vectors

Figure 4-5 shows the distribution of these vectors with cumulative releases greater than the 10 kg
threshold; there are more vectors plotted than in the partial-mining case, and they are on average at
higher concentrations. Figure 4-5 shows that approximately 15 vectors from each full-mining replicate
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transported at least 10% of the ***U mass injected to the LWB in 10,000 years (tall bars in the 34 row
between 10 and 10°).

Table 4-6 shows that the maximum full-mining #*U releases (all three replicates) essentially transported
the entire 1 kg of injected mass beyond the WIPP LWB. The identities of the vectors that produced the
largest cumulative releases are listed in Table 4-7.

The five vectors with the largest cumulative releases to the LWB (all from the full-mining scenario} have
their radionuclide distributions plotted at 10,000 years in Figure 4-6 through Figure 4-10, which all share
the same log;o concentration color scale.
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Figure 4-6. Logy-distribution of ¥am at 10,000 years for the vector with the largest cumulative release of a1

{dashed line); SECOTP2D cell-based coordinates

Am to the LWB

Concentrations of *'Am are refatively low compared to the other radionuclides, even for the vector with
the largest cumulative release (see blues and greens in Figure 4-6). 2**U concentrations are shown to be
highest south of the LWB (see darkest reds in Figure 4-8), consistent with the statement that nearly all
the mass had been transported that far already.

The two “°Th distributions are slightly different (they also correspond to different vectors and flow-
fields). “*°ThA has higher concentrations near the release point (see Figure 4-10), while 2*Th is more
evenly distributed because it is a decay product of 2*U (see Figure 4-9).
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Figure 4-8. Log,-distribution of ***U at 10,000 years for the vector with the largest cumulative release of 2% to the LWB
{dashed line); SECOTP2D cell-based coordinates



Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Calculations
Page 51 of 139

Z0Th R1 Full Mining V057

| I
o o

AU
A N O
onc. ) [kg/m? )

|
[
-]

C

Figure 4-9. Log,o-distribution of ***Th {daughter product) at 10,000 years for the vector with the largest cumulative release of
27h to the LWB {dashed fine); SECOTP2D cell-based coordinates
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Figure 4-10. Logp-distribution of 2"Tha {released °Th} at 10,000 years for the vector with the largest cumulative release of
Z9ThA to the LWB (dashed line); SECOTP2D cell-based coordinates

4.3 Transport Summary

In summary, under partial-mining conditions, few vectors showed significant transport of radionuclides
to the LWB during the 10,000-year simulation, while under full-mining conditions, a large portion of the
vectors showed mass transport to the LWB. “*U and its 2°Th daughter product had the largest
cumulative masses transported to the WIPP LWB. Comparing these results to those for the PABC-2004,
there is much more transport of radionuclides through the Culebra to the LWB. Similar to the PABC-
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2004, *'U and °Th have the largest number of vectors with significant releases to the WIPP LWB during
the 10,000-year simulation.

These significant increases in radionuclide transport to the LWB can be attributed to three main changes
since the PABC-2004:

1. Speedup due to mining: The definition of minable potash, obtained from the BLM (Cranston,
2009), has changed significantly, especially inside the LWB (see Figure 3-8). Minable potash ore
is now located in close proximity {approximately 670 m) to the center of the WIPP disposal
panels,

2. Speedup due to decrease in radionuclide retardation: The lower limits of the matrix
distribution coefficient {K;) distributions were decreased several orders of magnitude, as
requested by EPA {Kelly, 2009). Lower limits of the K; ranges for Am(lll) and Pu(lll} were
reduced from 2.0E-2 to 5.0E-3 malkg; lower limits for Pu(IV), Th(IV), and U(IV) were reduced
from 7.0E-1 to 5.0E-4 m’/kg; the lower limit for U{V]) was not changed. Lower K, values result
in smaller retardation coefficients {see equation 11 in Section 4.1.4), and were requested to
reflect the increase in organic ligand content in the WIPP inventory.

3. Speedup due to MODFLOW calibration: The consistent presence of a high-transmissivity zone in
the southeastern portion of the WIPP site in all the calibrated realizations of the MODFLOW
model(Hart et al., 2009) creates a pathway for radionuclides to leave the LWB (see Figure 4-3).
This feature was confirmed through the interpretation of pumping tests at SNL-14, and the data
from this test were included as calibration targets {Hart et al., 2009). The presence of this
pathway leads to predictions of advective particle travel times to the LWB more consistent with
CCA model predictions than PABC-2004 (see Figure 3-10).

5 Summary and Conclusions

The 100 transmissivity fields resulting from calibration to both steady-state and transient observed
freshwater heads in the Culebra (Hart et al., 2009) were modified to account for potential effects due to
mining potash from the Salado Formation above the repository. A definition of the areal extent of
minable potash was obtained from the Bureau of Land Management (Cranston, 2009) and used to
define areas where Culebra transmissivity was increased by a randomly sampled mining factor

(1 < MINP_FACT < 1000). Two mining scenarios were developed: a full-mining scenario with all
minable potash removed and a partial-mining scenario with only potash outside the WIPP LWB
removed.

The mining-modified transmissvities were inputs to a MODFLOW flow model, which was used by
DTRKMF to compute advective particle tracks from a release point at the center of the WIPP waste
panels to the edge of the WiPP LWB. Results show that for the partial-mining scenario, the median
particle travel time of 22,376 years is 3.03 times greater than for the non-mining scenario (7,374 years);
the median particle travel time for the partial-mining scenario in PABC-2004 was 7.06 times greater than
for the non-mining scenario. In contrast to the PABC-2004, the full-mining scenario decreased median
travel time to 5,084 years, a factor of 1.45 faster than for the non-mining scenario; the median particle
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travel time for the full-mining scenario in PABC-2004 was 3.84 times slower than for the non-mining
scenario. For the partial-mining scenario, the increase in transmissivity due to mining increases the
relative flow rate through the mining zones, with a corresponding decrease in flow through the non-
mining zones. This decrease in flow through the non-mining zones produces longer travel times for the
partial-mining scenario. For the full-mining scenario, the potash definition from BLM (Cranston, 2009)
locates minable potash ore half the distance from the C-2737 release point than in PABC-2004 (see
Figure 3-8). This new shortened distance from the release point to minable potash {in the full-mining
scenario) reverses the slowing-down trend observed in the PABC-2004 analysis.

Like the PABC-2004 calculations, a very weak positive correlation was found between the travel times
and the random mining factor {the higher the random mining factor, the longer the particle travel time —
see Figure 3-21 and Figure 3-22). As the mining factor is increased, the flow through the non-mining
areas is decreased, producing longer travel times and the positive correlation. Most of the advective
particle travel time variability is due to differences in the base T-fields and not the random mining
factor.

Culebra radionuclide transport calculations used the same MODFLOW flow-fields as DTRKMF, but
refined the solution mesh to focus on a smaller subset of the domain focused on the WIPP LWB. The
flow-fields computed using this smaller refined grid were additionally multiplied by a randomly sampled
multiplier (1 < CLIMTIDX < 2.25) to account for potential increases in hydraulic gradients due to
climate change (Corbet and Swift, 1996).

Many more Culebra radionuclide transport vectors showed significant movement of radionuclides to the
LWB during the 10,000-year transport simulations under full-mining conditions, compared to PABC-
2004. The mass of U and its **°Th daughter product transported to the WIPP LWB during the 10,000
year regulatory period were the largest of the five simulated radionuclides, with a few vectors
essentially transporting the entire injected mass of 2*U to the LWB. The large increase in radionuclide
transport can be attributed to three factors:

1. changes in the definition of minable potash,

2. changes in the lower limit of the K ranges, and

3. presence of a high-transmissivity pathway out of the southeast portion of the LWB, supported
by the SKL-14 pumping test.

The cumulative mass of each radionuclide transported to the WIPP LWB, reported every 50 years, is the
prediction used from this analysis in the subsequent CCDFGF analysis (Camphouse, 2010). The source
term introduced in the Culebra in this modeling exercise is a unit mass at the beginning of the 10,000
year regulatory period, which is scaled and time-shifted based on other sampled parameters to produce
predicted release to the accessible environment (the subsurface outside the WIPP LWB).



Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Calculations
Page 54 of 139

6 Bibliography
Bertram, S.G., 1995. Record of FEP Screening Work, FEP ID#NS-11: Subsidence Associated with Mining
Inside or Outside the Controlfed Area. Carlsbad, NM: Sandia National Laboratories. ERMS 230761.

Camphouse, R.C., 2010. Analysis Package for CCOFGF: CRA-2009 Performance Assessment Baseline
Calculation. Carisbad, NM: Sandia National Laboratories. In Progress.

Chavez, M., 2006. NP 19-1 Software Requirements, Revision 12. Carlsbad, NM: Sandia National
Laboratories.

Chavez, M., 2008. NP 9-1 Analyses, Revision 7. Carlsbad, NM: Sandia National Laboratories.

Clayton, D.)., 2009a. Analysis Plan for the CRA-2009 Performance Assessment Baseline Calculation, AP-
145 Revision 0. Carlsbad, NM: Sandia National Laboratories. ERMS 551603,

Clayton, D.)., 2009b. Update to the K, values for the PABC-2009. Carlsbad, NM: Sandia National
Laboratories. ERMS 552395.

Clayton, D.)., Camphouse, R.C., Garner, J.W., Ismail, A.E., Kirchner, T.B., Kuhlman, K.L. and Nemer, M.B.,
2010. Summary Repart of the CRA-2009 Performance Assessment Baseline Calculation. Carisbad, NM:
Sandia National Laboratories. In progress.

Clayton, D.J,, Dunagan, S., Garner, J.W., Ismail, A.E., Kirchner, T.B., Kirkes, G.R. and Nemer, M.B., 2008.
Summary Report of the 2009 Compliance Recertification Application Performance Assessment. Carlsbad,
NM: Sandia National Laboratories. ERMS 548862,

Corbet, T., 1995. Record of FEP Screening Work FEP ID# NS-9 Justification of SECO2D Approximation for
PA Transport Colculotion. Carlsbad, NM: Sandia National Laboratories. ERMS 230802.

Corbet, T. and Swift, P., 1996. Parameters required far SECOFL2D: Climate Index. Carisbad, NM: Sandia
National Laboratories. ERMS 237465.

Cotsworth, E., 2005. EPA Letter on Conducting the Performance Assessment Baseline Change (PABC)
Verification Test. Washington, D.C.: U.S. Environmental Protection Agency, Office of Radiation and
Indoor Air. ERMS 538858.

Cotsworth, E., 2009. EPA CRA-2009 First Set of Completeness Comments. Washington, D.C.: U.S.
Environmental Protection Agency, Office of Radiation and Indoor Air. ERMS 551444,

Cranston, C.C., 2005. Minable Patash Ore. Carlsbad, NM: Bureau of Land Management. ERMS 551120.

ESRI, 1998. £5RI Shapefile Technical Description - An ESRI White Paper. Redlands, CA: Environmental
Systems Research Institute, Inc.

Harbaugh, A.W., Banta, E.R., Hill, M.C. and McDonald, M.G., 2000. MODFLOW 2000: The U.S. Geolagical
Survey Modular Ground-Water Mode! User Guide. Reston, VA: U.S. Geological Survey. OFR 00-92.



Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Calculations
Page 55 of 139

Hart, D.B., 2010. WIPP PA Validation Document for MODFLOW-2000 Version 1.6: addenda for direct
solver. Carisbad, NM: Sandia National Laboratories. ERMS 552422,

Hart, D.B., Beauheim, R.L. and McKenna, S.A., 2009. Anolysis Report for Task 7 of AP-114: Calibration of
Culebra Transmissivity Fields. Carlsbad, NM: Sandia Nationa! Laboratories. ERMS 552391.

Hart, D.B., Holt, R.M. and McKenna, S.A., 2008. Analysis Report for Task 5 of AP-114: Generation of
Revised Base Transmissivity Fields. Carlsbad, NM: Sandia National Laboratories. ERMS 549597,

Holt, R.M., 1997. Conceptual Model for Transport Processes in the Culebra Dolomite Member of the
Rustler Formotion. Carlsbad, NM: Sandia National Laboratories. SANDS7-0194.

Holt, R.M. and Powers, D.W., 1988. Facies Voriability ond Post-Depositionol Alteration Within the Rustler
Formation in the Vicinity of the Waste Isolotion Pifot Plant, Southeastern New Mexico. Carlsbad, NM:
WIPP Project Office. ERMS 242145,

Johnson, P.B., 2009. Routine Colculations Report in Support of Task 6 of AP-114: Potentiometric Surfoce,
Adjusted to Equivalent Freshwater Heads, of the Culebra Dolomite member of the Rustler Formation
neor the WIPP Site, Revision 2. Carlsbad, NM: Sandia National Laboratories, ERMS 551116.

Kelly, T.E., 2009. EPA Third Letter Requesting Additional Information on the CRA-2009. Washington, D.C.
U.S. EPA Office of Radiation and Indoor Air. ERMS 552374.

Kirchner, T., 2008. User's Guide to CVS, ReadScript.py, ond Related Utilities, Version 1.00. Carlsbad, NM:
Sandia National Laboratories. ERMS 550579.

Kirchner, T.B., 2010. Generation of the LHS Samples for the AP-145 (PABC09) PA calculations. Carisbad,
NM: Sandia National Laboratories. In Progress.

Kuhlman, K.L., 2009. AP-144 Anolysis Plan for the Calculation of Culebra Flow and Transport for
CRAZ009PABC. Sandia National Laboratories, ERMS 551676.

Leigh, C.D., Kanney, }.F., Brush, L.H., Garner, J.W., Kirkes, G.R., Lowry, T., Nemer, M.B., Stein, J.S., Vugrin,
E.D., Wagner, S. and Kirchner, T.B., 2004. 2004 Compliance Recertification Application Performance
Assessment Baseline Calculation, Revision 0. Carlsbad, NM: Sandia National Laboratories, ERMS 541521,

Long, 1.}, 2010. Execution of Performonce Assessment Codes for the CRA-2009 Performance Assessment
Baseline Calculation. Carlsbad, NM: Sandia National Laboratories. In Progress,

Lowry, T.L., 2003a. Analysis Report, Task 5 of AP-088: Evaluation of Mining Scenorios. Carlsbad, NM:
Sandia National Laboratories. ERMS 531138.

Lowry, T.L., 2003b. Analysis Report, Tasks 2 & 3 of AP-100: Grid Size Conversion ond Generation of
SECOTPZD Input. Carlsbad, NM: Sandia National Laboratories. ERMS 531137.

Lowry, T.S., 2004. Analysis Report for inclusion of Omitted Areas in Mining Tronsmissivity Calculations in
Response to EPA Comment G-11. Carlsbad, NM: Sandia National Laboratories. ERMS 538218.



Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Calculations
Page 56 of 139

Lowry, T.S. and Kanney, J.F., 2005. Analysis Report for the CRA-2004 PABC Culebra Flow and Transport
Calculations. Carlsbad, NM: Sandia National Laboratories. ERMS 541508.

MacKinnon, R.). and Freeze, G., 1997a. Summary of EPA-Mandated Performance Assessment Verification
Test (Replicate 1) and Camparison With the Compliance Certification Applicatian Calculations, Revision 1.
Carlsbad, NM: Sandia National Laboratories. ERMS 422595.

MacKinnon, R.J. and Freeze, G., 1997b. Summary of Uncertainty and Sensitivity Analysis Results for the
EPA-Mandated Performance Assessment Verification Test, Rev 1. Carlsbad, NM: Sandia National
Laboratories. ERMS 420669.

MacKinnon, R.1. and Freeze, G., 1997¢. Supplemental Summaory of EPA-Mandated Performante
Assessment Verification Tests {All Replicates) and Camparison With the Compliance Certification
Application Calculations, Revision 1. Carlsbad, NM: Sandia National Laboratories. ERMS 414880.

Meigs, L.C., Beauheim, R.L. and lones, T.L., eds., 2000. Interpretation of Tracer Tests Performed in the
Culebra Dolomite at the Waste Isolation Pilot Plant Site. Carlsbad, NM: Sandia National Laboratories.
SAND97-3109.

Powers, D.W., Lambert, 5.1, Shaffer, S.-E., Hill, L.R. and Weart, W.D., eds., 1978. Geological
Characterization Report - (WIPP). Carlsbad, NM: Sandia National Laboratories. SAND78-1596.

Ramsey, 1.L., 1997. WIPP PA User's Manual far SECOTP2D, Version 1.41. Carlsbad, NM: Sandia National
Laboratories. ERMS 245734,

Ramsey, J.L. and Wallace, M., 1996. Analysis Package for the Culebra Flow and Transport Calculations
(Task 3) of the Performance Assessment Analyses Supporting the Compliance Certification Applicatian.
Carisbad, NM: Sandia National Laboratories. ERMS 240516.

Rudeen, D.K., 2003. User's Manual for DTRKMF Version 1.00. Carlsbad, NM: Sandia National
Laboratories. ERMS 523246.

Salari, K. and Blaine, R., 1996. WIPP PA User's Manual for SECOTP2D, Versian 1.30. Carlsbad, NM: Sandia
National Laboratories. ERMS 236695,

U.S. DOE, 1996. Title 40 CFR Part 191 Compliance Certification Application for the Waste isolation Pifot
Plant. Carlsbad, NM: U.S. Department of Energy Waste Isolation Pilot Plant, Carlsbad Area Office.
DOE/CAQ-1996-2184,

U.5. DOE, 2004. Title 40 CFR Part 191 Compliance Recertification Applicatian for the Waste Isalation Pilot
Piant. Carlsbad, NM: U.S. Department of Energy Waste Isolation Pilot Plant, Carlsbad Field Office.
DOE/WIPP 2004-3231.

U.S. EPA, 1993. Title 40 CFR Part 191: Environmental Radigtian Protectian Standards far the
Management and Dispasal of Spent Nuclear Fuel, High-Level and Transuranic Radioactive Wastes; Final
Rule. Federal Register, Vol 58, 66398-66416.



Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Calculations
Page 57 of 139

U.S. EPA, 1996. Title 40 CFR Part 194: Criteria for the Certification and Recertification of the Waste
Isolation Pilot Plant’s Compliance with the 40 CFR Part 191 Disposal Regulations; Final Rule. Federal
Register, Vol. 61, 5223-5245.

U.S. EPA, 1998. Criteria for the Certification and Recertification of the Waste Isolation Pilot Plant’s
Compliance with the Disposal Regulations: Certification Decision: Final Rule. Federal Register, Vol. 63.
ERMS 251924.

Vine, ).D., 1963. Surface Geology of the Nash Draw Quadrangle, Eddy County, New Mexico. U.S.
Geological Survey. Bulletin 1141-B.



Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Calculations
Page 58 of 139

Appendix 1 Mining Modification Process Narrative

This appendix describes each step of the mining modification process in sufficient detail to allow it to be
reproduced. Tables of input and output files are listed in the Culebra flow chapter of the run control
document for PABC-2009 (Long, 2010)

The mining modification (i.e., non-VMS} portion of the analysis in this report can be broken down into 9
major steps:

Convert mining areas delineated by a binary ESRI shapefile to ASCIl MODFLOW grid data;

1. Checkout AP-114 Task 7 results from CVS repository Tfields and modify directory structure
associated with realization names (remove Update & Update?2 from some of the path
names);

2. Enlarge mining areas to include both MODFLOW celis directly over mined areas and cells
affected by nearby mined areas (i.e., within the 45° angle-of-draw);

3. Modify hydraulic conductivity fields and internal boundary conditions according to mining shape
definition (from step 3} and mining factors from LHS on VMS (see Section A2.5);

4. Run MODFLOW and DTRKMF for each of 700 scenarios (600 mined + 100 non-mined) using 100

meter square elements;

Post-process DTRKMF output for plotting CDF and particle track figures.

Convert MODFLOW input data from 100 m to 50 m elements (4x total number of elements);

Run MODFLOW for each of the 600 mined scenarios using 50 m elements; and

Convert MODFLOW budget files from binary to ASCII, renaming them for ftp transfer to VMS to

be used as input to VTRAN2 (see Appendix 3).

® N

The commercial off-the-shelf software (COTS) used in the mining modification portion of the analysis is
summarized in Table Al-1, and software are discussed when used in the rest of this appendix.

Table A1-1. Commercial off-the-shelf software used in mining medification analysis

Program Version Platform Use

Python 234 Linux script interpreter

Bash 3.00.15(1) Linux script interpreter

MATLAB  7.9.0.529 (R2009b) Windows XP script interpreter / plotting
Gnuplot 4.2.3 Windows XP  plotting

MS-Excel 2007-SP1 Windows XP  plotting / regression

Surfer 9.7.543 Windows XP plotting

A1.1Step 0 - Shapefile Conversion and Mapping to Grid

The first step is a binary-to-ASCII file conversion step (in Python) followed by a mapping of the results
onto the MODFLOW grid {(in MATLABY), and is the only portion of the analysis in this appendix not done
on the WIPP PA Pentium 4 cluster. Step O is run on a Dell Precision 690 workstation {with two Intel Xeon
processors) running Windows XP, Service Pack 2. The shapefile and scripts are located in the CVS
repository MiningMod with the other files used in the Linux portion of this analysis (in the archive
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potash _shapefile. zip, located in the package Auxiliary). The conversion portion of this step
was done using the Python script convert _shapefile to ASCII.py (see §A4.1 for script listing
and Table A1-2 for input/output files), which converts the binary ESRI shapefile polyline data that is used
to define the extent of the minable potash ore into a series of ASCII text files (the specification for ESRI
shapefiles is outlined in an ESRI (1998) white paper). The single shapefile is comprised of all the files
with the base name Measured Minable_Ore UTMNAD27 (see file listing in Table A1-5), but the
single binary file with the extension . shp contains the polyline data defining the extent of the potash.
Since the mining definition is specified as a doubly-connected region {i.e., an area with holes cut out of
it}, care must be taken to handle polylines nested inside one another (see Figure A1-1); it is known @
priori that none of the individual polylines intersect.

Table A1-2. Input and output files for Pythan script convert shapefile to ASCII.py

File Remark
inputs*
convert shapefile to ASCII.in Python input listing filenames

single file from potash shapefile containing

Measured Minable Ore UTMNAD27.shp ) ) -
— -~ coordinates of polylines defining potash areas

Outputs

54 ASCII listings of UTM NAD27 coordinates each
containing data for an individual polyline

ASClH listing of all parts, each separated by two
blank lines for plotting to check conversion

polyline_dump matlab partnnnn.dat

polyline dump for gnuplot.dat

1. nnnn € {0000,0001, ...,0053}

The shapefile has two sets of data important to the present use; the main portion is a listing of double-
precision NAD27 UTM x, ¥ coordinates {Zone 13) of the vertices in the polyline in meters (192,528
pairs). The second set of data in the shapefile {(needed for this analysis) is a listing of the 53 integer line
numbers where this single long list of coordinates is broken into 54 parts.

The 54 parts defined in the shapefile used here are each saved into a different text file (to be read back
in by the MATLAB script in the next step), and all the data is also saved into a single text file for plotting
and checking in Gnuplot and Surfer; the multi-file (lines 172-191 of §A4.1.2) and single-file (lines 144-
170) formats have the same information in them (see Table A1-3 for a comparison of the first few points
in two corresponding files}. The original binary shapefile and the ASCII files were plotted simuitaneously
in the program Surfer as a check that the data were extracted from the binary file correctly. Surfer has
the ability to plot ESRi shapefiles and the text format exported by the scripts described in this section.
The original shapefile and the exported text files were found to be the same.
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Table A1-3. Listing of the first five data points in the files polyline dump matlab part0000.dat and
pelyline dump for gnuplot.dat.

589072,390 3612760.518 # data from Measured Minable Ore UTMNAD27.shp
589078,150 36l12765.663 # part: O
589077.955 3612765.806 582072.4 3612760.5
589072.857 3612769.527 582078.1 2612765.7
589067.671 3612773.240 589078.0 3612765.8
589072.9% 361276%.5
58%067.7 3612773.2

The MATLAB script import polyline determine mined areas.m(§A4.2 and Table A1-4)
utilizes the built-in MATLAB function inpolygon () to compare coordinates of model-cell centers to
the polylines exported to ASCII in the previous step, determining whether each mode! cell is inside or
outside each of the 54 potash polygons. For the mining-area definitions, none of the polygons intersect
and the most of the smaller polygons are inside the largest polygon (the polyline corresponding to part
1), and therefore define small cutout areas where no minable potash is found inside a larger potash
area. Model cells are checked with respect to each of the 54 parts of the overall shapefile (lines 58-63 of
the MATLAB script, §A4.2). The final caiculation of whether a cell is minable or not is determined by
comparing what types of polygons (e.g., black, red, and green in Figure A1-1) the cell is located within
(lines 65-73 in §A4.2). The following cases are exhaustive for the given set of data:

1. cells outside all polygons have no potash (white areas in Figure A1-1);

2. cells inside one polygon have potash (either black or green areas in Figure Al-1); and
cells inside more than one polygon have no potash {red areas in Figure Al-1), because there are
no triply-nested polyiines.

The two output filesmining areas matrix.dat and mining areas xyz.dat containthe
listing of the cells inside (value of 1} and outside (value of 0} in two different formats {saved as a list of
x, ¥ coordinates and mining index for plotting in Gnuplot and also saved as a matrix of mining indices,
with no coordinates — used later in the analysis).

Table Al-4. Input and output files for MATLAB script import _polyline determine mined areas.m

File Remark

Inputs'

54 ASCII listings of UTM NAD27 coordinates each
polyline dump matlab partnnnn.dat containing data for an individual polyline {see
outputs in Table A1-2)

Outputs

ASCIl matrix with indices indicating MODFLOW
model cells with minable potash

ASCI x,y,z listing of MF2K model cells with minable
potash and their UTM NAD27 coordinates

mining_areas matrix.dat

mining areas_xyz.dat

1. nnnn € {0000,0001, ..,0053}
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This process of mapping the shapefile provided by BLM onto the model grid was done in one step for
PABC-2004 using the COTS Windows software GMS (Lowry, 2003a). This approach was attempted, but
problems appeared associated with the way GMS 7.0 maps the current shapefile, resulting in GMS
crashing and not performing the mapping. Technical and developer support from the GMS vendor could
not resolve the problem, aside from the assurance that this will be fixed in some future release. Due to
this limitation, the manipulation and mapping of the shapefiles to the MODFLOW model grid is given
explicitly in terms of the Python and MATLAB scripts here listed and described.
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Table AL-5. Diractory listing of input scripts, input shapefile, intermediate files, and output files for shapefile conversion
{step 0). Files are located in a zip archive saved in the CVS repository MiningMed in the package Auxiliary.

Ci\shapefile conversicn>dir
Volume in drive C is DriveC
Volume Serlal Kumber is 542A-10F7

Directory of C:\shapefile_conversion

10/07/2009 01:49 BPM <DIR>
10/07/2009 01:49 pM <DIR>

09/30/200% 04:40 PM 93
10/07/200% 10:30 AM 9,184
09/30/2009 04:59 pM 2,258
06/22/2009 05:27 PM 178
06/22/2009 05:27 BPM 42§
06/22/200% 05:27 BEM 132
D6/22/2009 05:27 BEM 116
06/22/2009 05:27 EM 3,080,816
06/22/2009 05:27 EM 2,23%
06/22/2009 05:27 EM 108
09/28/2009 11:06 AM 1,395,622
09/28/2009 11:06 AM 4,358, 400
09/30/2009 04:35 PM 3,851,461
09/30/2009 04:35 M 3,240,336
09/30/2009 04:35 PM 766, 608
09/30/2009 04:35 PM 49,872
09/30/2009 G4:35 PM 58, 944
09/30/2009 04:35 pM™ 33,288
09/30/2009 04:35 PMm 33,504
09/30/2009 04:35 pM™ 8,568
09/30/2009 04:35 PM 16,152
09/30/2009 04:35 M 20,832
05/30/2009 04:35 pM 6,562
05/30/2009 04:35 pM 12,024
08/30/2009 04:35 pM 9,912
0%/30/2009 04:35 pM 11,136
09/30/2008 04:35% PM 14,832
09/30/2008  04:3% pM 8, 280
G9/30/2008  04:35 pM 10,776
09/30/2008 04135 pM 6,096
03%/30/2008  04:35 pM 5,568
09/30/2008  04:35% pM 7,320
0973072008 04:35 pM 9,744
09/30/2009  04:35 pM 10, 200
09/30/2008  04:35 pM 4,680
09/30/2009 04:35 pM 4,056
09/30/2009 04:35 pM 7,832
09/30/2009 04:35 pM 5,784
09/30/2008 04:35 pPM 5,544
09/30/20048 04135 pM 5,400
09/30/2008 04:35 pM 3,864
09/30/2008  04:35 PM 5,448
09/30/2009 04:35 PM 4,128
09730720048 04:35 BM 3,432
09/30/2008 04:35 PM £,552
09/30/2008 04:3% PM 4,51z
09/30/2008  04:35 pM 5,592
09/30/2008  04:35 pM 4,824
09/30/20049  04:35% pM 3,480
0973072005 04:35 M 2,808
09/30/2009 04:35 PM 3,672
09/30/2008 04:35 PM 2,568
09/30/2009 04:35 PM 1,944
09/30/2009 04:35 PM 1,440
09/30/2009 04:35 pM 24,888
09/30/2009 04:35 PM 27,888
09/30/2009 04:35 PM 1,512
09/30/2009 04:35 PM 2,472
09/30/2008 04:35 PM 1,152
09/30/2009 04:35 PM 360
09/30/2009 04:35 PM 264
09/30/2009 04:35 PM 24,072
09/30/2009 04:35 PM 27,000
09/30/2009 04:35 PM 11,544
09/30/2009 04:35 7M™ 22,032
09/30/2009 04:35 PM 8,664
09/30/2009 04:35 PM 40,920

87 File(s)

convert_shapefile_to ASCIT.in
convert_shapefile to ASCIT.py

import_polyline determine mined areas.m

Measured Minable Ore UTMNADZ7.dbf
Measured Minable Ore UTMNADZ7.prj
Measured Minable Ore UTMNADZ7.sbn
Measured Minable Ore_ UTMNADZ7.sbx
Measured Minable Ore UTMNADZT.shp

Measured Minable Ore UTMNADZ7.shp.xml

Measured Minable Ore UTMNADZ7.shx
mining_arsas_matrix.dat

mining areas xyz.dat
polyline dump for _gnuplot.dat
polyline dump matlab_part0000.dat
polyline dump _matlab part(0001.dat
polyline dump matlab_part0002.dat
polyline dump matlab part0003.dat
polyline_dump matlab_part0004.dat
polyline dump matlab_part0005.dat
polyline dump matlab_part0006.dat
polyline dump matlab_part0007.dat
polyline dump matlab_part0008.dat
polyline dump matlab_ part0009.dat
polyline dump matlab_part001C¢.dat
polyling dump matiab_part0011.dat
polyling durnp_matiab_part001Z.dat
polyline_dump_matlab_part0013.dat
palyline_dump_matiab_part0014.dat
palyline dump_matlab_part00l5.dat
polyline_dump _matiat_part0016.dat
palyline_dump_matlab_part0017.dat
polyline_dump_matlab_part0018.dat
polyline_dump_matlab_part0015.dat
polyline_dump_matlab_part0020.dat
polyline_dump_matlab_part00Z1.dat
pelyline_dump_matlab _parc002Z.dat
palyline_dump_matlab_part0023.dat
pelyline_dump_matlab_parc00Z4.dat
pelyline_dump_matlab_part09025.dat
polyline_dump matlab part0026.dak
polyline_dump matlab part0027.dak
polyline dump matlab part00Z28.dat
polyline dump matlab part(0029%.dat
polyline dump matlab part(0030.dat
polyline_dump_matlab_part0G31.dat
polyline_dump matlab part0032.dat
polyline_dump matlab part0033.dat
polyline_dump matlab part(034.dat
polyline_dump matlab part0035.dat
polyline_dump matlab partQ036.dat
pelyline dump matlab part(037.dat
poelyline_dump matlab part(038.dat
pelyline dump matlab part0039.dat
polyline dump matlab partQ040.dat
polyline dump matlab part0041l.dat
polyline_dump matlab part0042.dat
polyline_dump matlab part0043.dat
pelyline dump matlab part0044.dat
polylina_dump matlab partQu045.dat
pelyline dump matlab part0Q46.dat
polyline dump matlab_part0047.dat
pelyline dump matlab partQ048.dat
pelyline dump matlab partQ049.dat
pelyline dump matlab part0050.dat
polyline dump matlab_part0051.dat
polyline dump matlab wart0062.dat

polyline dump matlab_part0053.dat

17,322,705 bytes

2 Dirt{s) 149,001,261,056 bytes free
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Figure Al-1. 54 polygons defining mining areas, color-coded by their relationship to the large black polygan. Green are outside
the large polygon and define mined areas, red are inside the black polygon and define non-mined areas. Blue rectangle
indicates PABC-2009 MODFLOW model extents

The ASCll filemining_areas xyz.dat was uploaded to the Pentium 4 PA cluster and added to the
CVS repository MiningMod in the package Inputs, to be used as input to the Python script that
enlarges mining areas to account for the angle-of-draw effect (see next section).
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Figure Al-1 illustrates the relationship between the different parts of the polyline and shows the extent
of the minable potash beyond the MODFLOW model domain (the area plotted in Figure A1-2). Figure
A1-2 indicates the MODFLOW cells {small blue dots) that were determined to be located in mined areas.
Both figures were generated by the MATLAB script (§A4.2: Figure Al-1 in lines 28, 35, 37, 41-43 and
Figure Al-2 lines 76-77) that computes the mapping of model cells onto the potash mining definitions.

1 1
100 150
nz = 34440

Figure A1-2. MODFLOW model damain with mined model cells marked with a small blue dot. 34,340 of the total 87,188
efements have mining [some cells in the narthwest portion of the domain are inactive — see Figure 3-2)

Al.2 Step 1 - MODFLOW File Checkout and Directory Re-structuring

The creation of the directory structure and the process of checking out AP-114 Task 7 MODFLOW files
from the CVS5 repository Tfield are handled by the QA-controlled Python program ReadScript.py,
using the input file mining mod. inp (itself saved in the RunControl package of the MiningMod
CVS repository). See Figure Al1-3 for the directory structure in the CVS repository used in this analysis.
The Bash shell script run_mining mods. sh (§A4.3) is the main script called by ReadScript.py
(see last line of input file); this Bash script calls several other scripts and performs minor file
manipulations (see Figure A1-4 for the dependency of scripts}. The 100 realizations of flow models
resulting from AP-114 Task 7 (Hart et al., 2009) are not in a flat directory structure in the CVS repository
Tfields; most of the 100 final realizations were updated (sometimes twice) as part of the re-
calibration effort associated with the freshwater head value at SNL-8 (Hart et al., 2009). The Bash script
run_mining_mods. sh processes the directory structure and creates the intermediate file

keepers short atlines 25-45 (§A4.3).
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Cvs Top-Lavel Lower-Level
Repository Packages Directoriss Directories
Auxillary
- RunCentrol data checked out
MiningMo Inputs AP114_Task7 — from CVS repository
Tfields
ta

Intermediate

modflow

Summary

modflow_ 50x50_budgets

Outputs RO ——— x?2?7?
full: r??7?
Rl‘:::::::part r?77?
full re??
RZ<:::::::
part—— r?%7?
full r?7?7
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Figure A1-3. Directory structure of MiningMod CVS repaository; r??? indicates the 100 realizations (not numbered
sequentially) selected in Hart et al, [2009} after simplifying the directory structure (see Table A1-6),

enla rge mining_areas,py I

mining mod.py |

link_input_run_mf_dtrk. shl

com.bine_dtrlqnf_output_for_gnuplot . pyl

I run_mining mods.sh

extract_dtrkmf_lwb_travel times.py |

100x100_to_50x50.py]

run_50250 modflow.s hl

convert rename modflow 50x50 budget.sh H budget_binlascii.py I

Figure Al-4, Dependency between scripts used in mining modifications on Pentium 4 PA cluster. In the middle column, the
execution order is from top to bottom. The two gray hoxes indicate scripts only used for post-processing DTRKMF output.

The scripts and input files used in this analysis are in the Inputs package of the CVS repository; the input
files used directly from AP-114 Task 7 are exported from that CVS repository (Tfields) into the
directory Inputs/AP114 Task7 for use in this analysis, but are not checked back into the
MiningMod CVS repository. The Outputs package contains files generated as part of this analysis, or
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input files modified from their original state in AP-114 Task 7. The two subdirectories data and
modf1low in the Qutputs package (see Figure Al-3) contain MODFLOW input files that are modified for
the 50 m grid from their use in the original 100 m grid. The Intermediate top-level subdirectory
contains results from intermediate steps in the analysis that are checked back into CVS for
completeness. The Summar y top-level directory contains post-processed DTRKMF resulits used for
plotting figures. The RO, R1, R2, and R3 top-level directories contain the subdirectories where
MODFLOW is executed for each realization; each r? 2?7 leaf in Figure A1-3 represents 100 subdirectories
such as r007, r203, r861, etc. (see Table A1-6). The Auxiliary package contains a zip archive with
the shapefile and scripts associated with step 0 and an MS-Excel spreadsheet associated with the
regression analysis shown in Figure 3-21 and Figure 3-22, neither of which are run on the Pentium 4 PA
cluster.

Table Al-6. Listing of file keepers (original column} with equivalent short name {short column) after modification by
run_mining mods.sh

oD Origied " Short | D Original . .~ Short  iD  Originak. ...  Short 10 .. Original., .. Short
1 Update/r256 r2se 26 Update/rO60 roe0 51 Update/r883 réd3a 76 Update/n‘JOZ 002
21 Updatefr902 1902 1 27 Updatefe032 012 52 :Update/r04s ;1045 TR U
3 Update/r038  r038 28 073 53  Update2/r137 r137 78 Update/r861
4 Updatefrd86 ;. 'ra86 7 2% 040 L SR Mpdatef2PS - r279 . 795 Updatedie6s . - rd6s:
5 Update/r98a  r984 30 Update/rOSZ 1052 S5 Update/r694  r694 Update/r511  r511
6 1028 0280 31 Update2/r007 rOD7 - 56 Update/r361° fA6L 0 BL ‘Update/r191 1181
7 _Update/r298 r29s 32 rio2 S$7 Update/r040 40 Update/r142 142
87 Updatefr791:7 /7917 33 Update/re0d ‘58 . UpdatefisZ o eSTL & Update/r06L T rgBL"
9 Update/r910 910 34 029 s9 Update/r055 055
10 Update/r054. . 'r054 35 Updatefr92l | ‘r9 60" Update/r S Update/s664 . r664.
11 ro98 r09g 36 Update/r051 61 Update/r515  r515
AT Update2fe327 07327 1377 UpdatefrBSS T 62 ipe 8% Update2fro1? - 017
13 Update/r657  re57 38  Update/r823 €3 rog4 88  Update/r0D1 001
14 083 o Dr0B3 - 39 Updated/roBLl . c981 . 64" Update/r Le208
15 Update/r8oa  r808 40 082 1082 65 L

A6 1090 090 0 141 Updatefr33® . £328 86 L0276

17 Update/rog2 r982 42 27 67 Update/r431 r431

S8 W76 L 076 43 Update/r522. . 1522 © 68¢ % Updatefr3d - .1634 |

19  Update/r010 010 44 Update/r506 50 69 pdate/rl552 res2

'20 - Update/r0S8 . 1055 - 45 - Updated/r207: r2 70 Update/ 78 1782
21 Update/r006  r0O06 46 w073 o 71 Update/r009  r009
-22 - ‘Update/r640 . irbdl - - 47 Update/y707 T2 AP LT Update2/rag0 | el i
23 097 rog7 48  Update/ra14 73 98 Update/r727 1727
24+ Updatefr922 Y1922 © 49 Updatefrs08 | v - 78 .. Update/r0s, 99, 86
25 Update/r631  r631 50 Update/r092 75 1024

A1.3 Step 2 - Enlarge Mining Areas

The main Bash shell script run_mining_mods. sh (line 62 §A4.3) calls the Python script
enlarge_mining_areas.py (§A4.4 and Table A1-7), which uses the input file
mining_areas_xyz.dat as the definition of the mined areas {output by

import polyline determine mined areas.m, §A4.2), and the UTM NAD27 Zone 13
coordinates of the corners of the WIPP LWB (specified in lines 4 and 5 of the input file

enlarge mining areas.in 8§A4.4.1). The script writes two arrays as output, indicating where
mining effects will be applied in both the full (New Full 09.dat)and partial (New_Part 09.dat)
mining scenarios.
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Table A1-7. input and output file for Python script enlarge mining _areas.py

File! Remark

Inputs

XY coordinates of 100x100-m cells with index
indicating presence of minable potash

Python script input with filenames, model grid, and
WIPP LWB coordinates

Inputs/mining areas_xyz.dat

Inputs/enlarge mining areas.in

Outputs

Outputs/mining factor.dat matrix form of input indices for plotting
Outputs/mining factor.datx x-coordinates for matrix form of plotting
Outputs/mining factor.daty y-coordinates for matrix form of plotting
Cutputs/New Full 09.dat full mining index as a matrix
Outputs/New Part 09.dat partial mining index as a matrix

1. Cvsrepository MiningMod

In the Python mining area enlargement script (§A4.4.2), the grid-defined mining areas are read in as
{x,y,index) triplets (lines 118-131), converted from the indices 0 (no mining) and 1 (mining) to 0 and 10
{line 127), then the index associated with each model cell center that is located inside the WIPP LWB is
increased by 1 (see script lines 135-143 and Table A1-8).

Table Al1-8, Mining indices used in expand mining areas.py

Mined area Non-mined
area
Inside WIPP LWB 11 1
Outside WIPP LWB 10 0

Mining-related subsidence effects are expanded by cycling through the original array of model cells, and
propagating effects from this into a new matrix using the stencil comprised of a 5x5 square of cells
centered on the mined cell, with 1 additional affected cell located along the 4 compass directions (see
see script lines 168-204 and Figure 3-5),

Inside the WIPP LWB, MODFLOW cells with minable potash are compared to both mining-affected cells
and the potash shapefile in Figure 3-12 through Figure 3-14 in Section 3.4.2 of the main text.
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{bottom) for rows 101-129 and columns 71-121 (area including NW corner of WIPP LWB]. 0 is not mined or affected, 1 is

Table A1-9. Excerpts from mining_areas_matrix.dat (top), New Full 09.dat {middle}, and New Part 08.dat

Al-5 for location of area).

igure

{see Fi

ing

d or affected by min

mine

11:11:21%:
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Figure A1-5. Matrices of full, partiai, and unexpanded mining factors (region corresponding to Table A1-9 marked with
dashed line}; maroon cells have minable potash in both mining scenarios, purple indicates the halo of cells affected by
mining that are not directly mined, orange cells are only mined in the fuli-mining scenario (with the corresponding halo of
affected full-mining only cells in dark gray), and the background of model cells are unaffected by mining.

Al.4 Step 3 - Perform Mining Modifications

The main Bash shell script run_mining mods. sh (§A4.3) at line 67 calls the Python script

mining mods.py (§A4.5.2 and Table A1-10), which uses the definitions of the mining-affected areas
from the previous step and the mining factors from VMS (see section A2.5,

suml_st2d pabc09_r({1, 2, 3}.tbl) to modify the hydraulic conductivity arrays to account for the
potential increases in hydraulic conductivity due to mining-related subsidence.

After reading in the input files {lines 113-116 §A4.5.2), the Python script mining mods. py first
modifies the boundary conditions in certain mined areas (lines 123-144). Model cells that are specified
head and mined (excluding the outermost ring of constant-head cells — handled in lines 146-165) are
changed to normal cells, resulting in two new MODFLOW IBOUND arrays, init bnds full.inf
and init_bnds_part.inf (lines 167-176).
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Lastly, the horizontal hydraulic conductivity is modified by the mining factor (read in lines 186-202},
resulting in six new hydraulic conductivity fields for each realization (3 replicates with different mining
factors x 2 cases of either partial or full mining, see lines 209-252).

Al.4.1 Modification of Boundary Conditions

The MODFLOW IBOUND array is used to indicate whether cells are active (1), inactive (0), or specified
head (negative integers) (Harbaugh et al., 2000). East of the composite M2/H2 + M3/H3 halite margin
there exist essentially lithostatic pressure conditions, where pressure is equal to the weight of the
overburden. The MODFLOW model developed in AP-114 Tasks 5 and 7 represents this lithostatic area
using both very low hydraulic conductivity and specified head set to the land surface elevation (Hart et
al., 2008; 2009). Applying the mining factor to these areas without changing the cell from constant head
to active would greatly increase the flux flowing into the domain, since the constant-head boundary
conditions are a potentially infinite source of water. Since the halite-sandwiched region is not believed
to be a large source of water, constant-head cells that are

1. interior to the modeling domain {i.e., not in rows 1 or 307 or in columns 1 or 284),
2. east of the H2/M2 or H3/M3 Rustler halite margins (i.e., in the "halite-sandwiched” region), and
3. affected by mining modifications

are converted to active cells (see individual IBOUND arrays in Figure A1-6 and a composite figure of all
three arrays in Figure A1-7).

IBCUND original IBOUND partial mining IBOUND full mining

Log 100

150 150 130

Kl

2510 150 =0

W

150 00 250

] 51 180 150 0 Joo 240 0 50 1w 150 o0 250 a E- T
Figure Al-6. MODFLOW IBOUND arrays for original, partial-mining, and full-mining cases. Green is inactive or no-flow {zero),
brick red is active [one), blue is specified head {negative integers). The onty difference between full- and partial-mining

scenarios is near row 175, column 150.

The cells in the outermost row and columns of the domain (aside from those cells in the inactive or no-
flow region} are maintained as constant head, even if they correspond to mined regions — only constant-
head cells in the interior of the model domain corresponding to the halite-sandwiched region of the
Culebra are changed to active cells.
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Figure Al-7. Overlay of three original, partial-mining, and full-mining IBOUND arrays given separately in Figure A1-6. The
only difference hetween full and partial mining is a small tan sliver near row 175, column 150.

inputs
Inputs/keepers short

Inputs/mining mod.in
Outputs/New_Full 09.dat
Outputs/New_Part 09.dat
Inputs/AP114_Task7/data/init_bnds.inf’
Inputs/suml_st2d pabec09 r{l,2,3}.tbl
Inputs/AP114_Task7/Outputs/c?2?2?/

modeled K field.mod?
Outputs
Qutputs/data/init bnds full.inf
Outputs/data/init _bnds part.inf
Outputs/Rn/M/r?72/

modeled mined K field.mod

1. CV5repository MiningMod

list of 100 realizations with “Update” or
“Update2” stripped off (Table A1-6).

Python script input with filenames

full mining index (Table A1-7 outputs)

partial mining index {Table A1-7 outputs)

original MF2K IBOUND array

mining factors from VMS; replicates 1,2,3

100 calibrated T-fields from AP-114 Task 7

MF2K IBOUND array for full mining
MF2K IBOUND array for partial mining

600 MF2K input mining-modified T-fields

2. n€{L23); M € {fullpart); r?7? € {r256,r902, etc.}(see Table Al-6)
3. Inputs/APl 14_Task7/ is the working directory where files checked out from CVS repository Tfields are located,

see (Long, 2010)
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The mining factors are saved in three tabie files {suml_st2d _pabc0% r{l,2,3}.tbl); thedatain
these tables, along with the names of the MODFLOW 2000 T-field realizations (MF2K RZN — taken from
the file keepers) are given in two different ways in Table A1-11 and Table A1-12. Table A1-11 is
presented from the viewpoint of the 100 MODFLOW flow-fields and the mining factors that were
applied to them for the three replicates. Table A1-12 is presented from the viewpoint of the SECOTP2D
vectors, and which MODLFOW flow-field and mining factor was used in each replicate.

Each T-field is modified inside the potash-affected areas uniformly by a mining factor between 1 and
1,000 (MINP_FACT) applied to a selected realization (the integer TRANS_IDX}, both variables being

sampled by LHS (Kirchner, 2010} for each replicate.

Table Al-11. Mining factors appiied to each MODFLOW realization. Keepers id refers to the order the realizations are listed
in the keepers file [Takle Al-6). First five columns are sorted by MODFLOW realization name, last five columns sorted by
order in keepers file,

MF2K  keepers Ri R2 R3 kee.pers MF2K Ri R2 R3
rzn id id rzn

rog1 33 3744 4877 7745 1 r256 5522 2710 829.2
r002 76 7660 2529 7250 2 r902 4443 7786 4354
04 73 3566 249.1 9924 3 r038 1452 1246 7954
006 21 B473 7568 7376 4 r486 4849 5151 3870
Q07 31 84.52 4324 5325 5 ragd 9472 237.0 1630
ro09 26 3848 6652 8676 6 028 1042 2286 35913
Q10 19 240.1 979.7 59.88 7 r208 1705 690.7 802

012 27 7742 1437 8752 8 791 8217 1702 208E
r013 a5 7834 927.2 3109 9 910 1245 503.6 67.93
r017 87 693.3 6140 347.2 10 054  217.6 4020 976.7
r024 100 7183 9808 3774 11 Q98 681.8 9483 1126
r027 42 5794 633.7 17.75 12 r327 3537 3573 4529
g 6 104.2 2286 3913 13 657 810.8 B6.49 18B6.4
29 34 968.6 3229 7071 14 083 857.1 4799 716.7
r032 72 6374 2915 1918 15 r808 7967 3922 4230
1034 91 80,05 62.14 9373 16 r09¢ 3407 4259 5485
r037 65 566.1 6743 4163 17 r9g2 869.8 373.0 530.2
r038 3 149.2 1246 7954 18 Q76 435.1 36.28 851.6
ro40 57 337.4 996.2 1432 19 010 2401 9797 59.38
ro41 23 531.6 2074 8132 20 r0s9  937.6 8312 4923
ro45 52 7320 4152 3547 21 Q06 8473 7568 7376
ro51 36 403.3 4515 8375 22 r640 7516 5995 766.5
ra52 30 5835 539.0 1535 23 97 898.1 8938 126.1
rd53 77 7210 657.3 2211 24 r922 289.7 729.1 6763
r054 10 217.6 4020 976.7 25 re31 6163 7136 9185
r055 B84 186.2 9045 2811 26 ro60 SE89% B763 3836
r058 74 956.1 7806 5875 27 r012 7742 1437 875.2
59 20 9376 8312 4523 28 r078 9207 8479 6020
06l 26 5889 8763 3836 29 riod 309.0 8881 8428
r061 83 298.5 1625 6489 30 r052 5835 5390 1535
r064 71 3599.4 103.4 189.2 31 roo7 8452 4324 54925
r070 &0 3628 7053 5623 32 1102 30.83 4957 27438
073 46 9334 5823 505.1 33 r809 13.61 962.8 2529
074 75 91.84 9360 728.1 34 29 968.6 3229 707.1
076 18 4351 36.28 8516 35 r921 2585 8057 1078
078 28 920.7 8479 6020 36 r051 803.3 4515 8375
rog2 40 325.0 8272 4711 37 r655 4951 1186 9830
083 14 B57.1 479.9 716.7 33 r823 230.7 9109 2814
r084 63 320.7 6055 488.0 39 r98t 1118 5277 1723
r0%s0 16 340.7 4255 54389 40 ro82 3250 8272 4711
092 50 413.8 4506 6894 41 r328 696.7 1946 757.3
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MF2K  keepers keepers MFZK

R1 RZ R3 R1 R2 R3

in id id rzn
r095 92 2036 7371 3262 42 027 5794 6337 1775
Q97 23 898.1 8988 126.1 43 r522 4047 682.8 139.2
r0S8 11 681.8 9483 1126 44 rs06 5059 769.6 4609
rlo2 32 30.83 4957 2748 45 r207 6718 3075 2988
r104 29 309.0 B88.1 3423 46 73 9834 5823 505.1
riaz 53 261.0 442,7 3318 47 r707 67.09 286.8 6387
rla2z 82 659.5 569.5 558.1 43 r814 8321 3838 6894
ris1 81 744.2 1835 9543 49 rs08 4788 811.7 656.5
r203 89 643.4 9127 401.7 50 r092 4138 49.06 6894
r207 45 6718 307.5 2988 51 r883 705.1 7484 9219
r256 1 5522 271.0 829.2 52 r04s 7320 4152 354.7
r260 94 888.6 9584 5165 53 r137 2610 4427 3318
1273 bl 872.8 261.7 364.2 54 r279 9953 6206 960.4
r276 66 137.4 7975 890.6 55 r634 5140 5520 574.7
r279 54 995.3 620.6 9604 56 r3gl 455.0 5562 9469
r298 7 170.5 690.7 8020 57 40 3374 996.2 143.2
327 12 39.37 3573 4529 58 r571 6031  59.7 4443
r32g 41 696.7 134.6 7573 59 340 6634 77.07 9D26
r36l 56 455.0 5562 9469 B0 070 3628 7053 5623
1431 67 9126 5410 2374 61 r273 8728 2617 3p4.2
r440 59 6624 7707 902.6 62 669  1.019 5726 7479
r465 79 908.9 2443 06159 63 84 3207 6055 4830
r486 4 484.9 515.1 38.70 64 rseg 9771 3448 86.60
r489 97 529.8 136.2 6689 65 M37 5661 6743 4163
r506 44 505.9 7696 4609 66 r276 1374 7975 8906
r508 49 4788 8117 656.5 &7 r431 9126 5410 2374
1511 80 6259 8518 266.1 68 r634 1535 459.3 250.2
r515 86 466.9 8654 3021 69 re52 179.5 3183 4.342
1522 43 4047 ©828 139.2 70 r752 2475 3383 214.2
r568 64 9771 3448 86.60 71 64 3994 1034 1892
571 58 603.1 59.70 4443 72 032 6374 2915 1918
r631 25 6163 713.6 9185 73 o4 3566 2491 9924
r634 68 153.5 469.3 250.2 74 r0s8 9561 7806 5875
r640 22 751.6 5995 7665 75 074 9184 9360 7281
1652 69 179.5 3183 4.342 76 m02 766.0 2528 7250
r6h5s 37 499.1 1186 983.0 77 053  721.0 6573 2211
1657 13 810.8 8649 BG4 78 r861 4418 156.2 91.25
reo4 85 544.4 2201 7875 79 ra65 2089 2443 6159
r669 62 1.019 5726 7479 B0 r511 6259 8518 266.1
g4 55 514.0 552.0 5747 81 r191 7442 1835 9543
r707 47 67.09 2868 B38.7 82 r142 6595 5695 558.1
r727 98 424,7 6486 42.97 83 61 2985 16.25 6489
r752 70 2475 3383 214.2 34 055 1862 9045 2311
r791 8 821.7 170.2 2088 85 r664 5444 2201 7875
r806 99 272.8 1793 6274 86 ro1s 4669 8654 3021
r808 15 796.7 3922 4230 87 017 593.3 6140 3472
rgQg 33 13.61 9628 2529 88 Q1 3744 487.7 7745
rg1a 48 832.1 3838 6994 89 r203 6484 9127 4017
r823 38 2307 9109 2814 90 r940 1963 365.2 5348
réel 78 44,18 1562 891.25 91 34 2005 6214 9373
r&83 51 705.1 7484 9219 92 095 2036 7371 326.2
ro02 2 4443 7786 4394 93 41 5316 2074 8132
r910 9 1245 503.6 6792 94 r260 888.6 9584 5165
re21 35 2585 B05.7 107.8 95 13 7834 927.2 3109
ro22 24 289.7 7291 6763 96 008 3848 6652 867.6
ra40 90 196.3 365.2 534.8 a7 r489 529.8 1362 bH6BY9
ro8l 39 111.8 527.7 1723 98 727 4247 6486 42.97
r9g2 17 8698 373.0 5302 99 806 2728 1793 6274

r384 5 947.2 237.0 163.0 100 024 7183 9808 3774
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Table A1-12. Mining factors and MODFLOW flow simulation corresponding to each SECOTP2D vector and replicate

R1 R2 R3
vector TRANS MF2K MINP | TRANS MFK MINP | TRANS MF2ZK MINP
DX RZIN FACT IDX RZN FACT IDX RZN FACT
1 46 r073 9834 73 004 2491 47 r707  638.7
2 79 rde5  908.9 86 r515 8654 75 74 728.1
3 93 04l 5316 91 034 62,14 70 r752 214.2
4 30 r052 5835 75 074 9360 23 r097  126.1
5 88 a0l 3744 24 r922  729.1 87 r017  347.2
6 36 rd51  803.3 41 r32g  194.6 51 rg3 9219
7 96 009 3848 77 53 6573 50 092 6894
8 81 ri31 7442 69 r6s2 3183 53 ri37z 3318
9 95 013 7834 36 r051 4515 94 r260  516.5
10 51 rg83  705.1 1 r256 2710 16 @90  548.9
11 42 rG27 5794 40 r511  851.8 30 52 1535
12 85 664 5444 70 r752 3383 78 86l 91.25
13 39 rgg1 1118 66 r276  797.5 81 r1o1 9543
14 26 060  58.89 10 ro54  402.0 10 r0s4 9767
15 94 r260 8386 55 r694  552.0 49 508  656.5
16 33 o6l 2985 38 r823 9109 88 rogl 7745
17 78 r861  44.18 79 rd65  24.43 97 r485 G689
18 19 rGl0 240.1 100 024  980.8 96 rd5 8676
19 69 r652  179.5 87 017 6140 3 038 7954
20 32 ri02  30.83 68 r634 4693 7 r298 8020
21 62 re69 1,019 n 064 103.4 33 ré09 2529
22 16 rgso 3407 4 r486  515.1 64 r568  86.60
23 29 rigd  309.0 a5 037 6743 31 r007  592.5
24 77 rgs3 7210 2 902 7786 76 rg02  72.50
25 3 r02g 1452 50 092  49.06 82 ri4z  558.1
26 20 rs9  937.6 13 r657 8649 44 506 460.9
27 68 réi4 1535 57 040  996.2 1 r2s6  829.2
28 1 r2s6  552.2 14 083 4799 59 r440 9026
29 18 076 4351 22 red0  599.5 46 073 505.1
30 27 012 7742 93 041 2074 20 59 4923
3l 97 r489 529.8 18 076 3628 79 r46s  615.9
32 92 r095  203.6 6l r273 2617 61 r273 3642
EX) 7% D2 7660 36 rigl  5.562 B2 061 6489
34 98 r727 4247 45 rz07  307.5 9 910 67.93
35 13 r657 8108 43 1522 pE2.8 69 re52  4.342
36 70 r752 2475 96 09  665.2 42 027 17.75%
37 22 ré40 7516 &0 070 7053 55 re94 5747
38 60 070 3628 52 045 4152 48 rd14  699.4
39 7 r298 170.5 20 059 8312 34 029  707.1
40 4 r4dg6  484.9 23 097 B98.8 41 r328 7573
41 17 rog2  869.8 92 r095 7371 85 réed 7875
42 58 r371 6031 59 440  77.07 74 r058  587.5
43 64 rs68 9771 85 r6ea  220.1 100 024 377.4
44 14 023 857.1 15 r308  392.2 45 r207  298.8
45 15 r808  796.7 76 r002 2529 80 r511 2661
46 25 réil 6163 48 rg§l4 2838 2 rg02  439.4
47 74 r058  956.1 21 rO006  756.8 98 r727 4297
43 99 r806  272.3 51 rg83  748.4 72 32 1918
49 90 340 196.3 3 038 1246 25 r631 9185
50 71 64 3954 37 655  118.6 33 823 2314
51 EL 321 2585 7 r298  690.7 58 571 4443
52 i 48 r814 8321 44 506 769.6 36 ros1 8375
53 53 r1i37 2610 49 508 8117 86 r515 3021
54 75 074 9134 19 01D 979.7 73 o0 9924
55 41 r328  696.7 29 rig4 8381 84 ros5 2811
56 44 rs06  5D5.9 81 rig1 1835 ] 028 3913
57 10 054 2176 28 1078 8479 39 981 1723
58 24 r922  289.7 27 012 1437 9 rd0e  627.4
59 11 r098  681.8 63 084  B805.5 n red4d  766.5
60 56 r36l 4550 42 Q27 6337 28 078 6020
61 55 694  514.0 39 r981  527.7 89 r203 4017
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R1 R2 R3

vector TRANS M¥FZK MINP | TRANS MF2K  MINP | TRANS MF2K MINP
1DX RIN  FACT IDX RZN  FACT DX RIN  FACT

62 63 roga 3207 12 r327 3573 40 r082 4711
63 57 r040 3374 98 (727 6486 92 r095  326.2
64 84 ross  186.2 99 806 179.3 52 roas 3547
65 86 1515 466.9 25 631 7136 57 040 143.2
66 23 057 8981 16 r090 4259 21 06 737.6
67 72 032 6374 11 r0ss 9483 27 012  875.2
58 5 raga  947.2 30 052  539.0 37 res55  983.0
69 28 078 9207 31 007 4324 13 ré57  886.4
70 73 004  356.6 94 r260 958.4 90 re40  534.8
71 33 r80s  13.61 17 r9g2  373.0 91 r034a 9373
72 87 017 593.3 58 r571  59.70 43 r522  139.2
73 34 r029  968.6 40 g2  827.2 60 w70 562.3
74 40 rog2z 3250 8 1791 1702 8 r791 2088
75 21 006 847.3 62 r669 5726 77 r053 2211
76 80 511 625.9 53 ri37 4427 24 7922 676.3
77 49 508  478.8 74 058 780.6 17 1982  530.2
78 67 r431 9126 47 r707 2868 54 1279  950.4
79 9 rg10 1245 64 rs68 3448 4 rd86 3870
80 91 034 8005 9 rg10  S03.6 95 o1z 2109
81 50 092 4338 | 32 rioz 4957 63 r634 2502
82 6 028 1042 | 5S4 r279  620.6 65 w37 4163
a3 59 490 6634 | 82 r142  569.5 14 rog2  716.7
84 82 r142  §59.5 89 r203 9127 66 r276  890.6
85 37 r655 4991 6 r028 2286 26 060 3836
86 61 273 8728 35 921  805.7 12 r3z7 4529
87 31 r007  B84.52 97 r489  136.2 5 984 163.0
83 12 327 3937 83 w061 16.25 18 076 8516
89 65 iz  566.1 67 1431 5410 71 064  189.2
80 38 r823 2307 46 073 5823 19 010 59.88
91 8 r791 8217 78 r861  156.2 63 084 4880
92 89 203  648.4 B4 055 9045 15 808 423.0
93 2 02 4443 33 r809 962.8 &7 r431  237.4
94 100 ro24 7183 34 029 3229 11 M98 1126
95 54 279 9953 95 013 927.2 32 r102 274.8
96 a7 r707 67.09 88 001 4877 93 041 B13.2
97 45 207 6718 72 ro32 2915 35 rg21  107.8
93 52 45 7320 5 r9ga 2370 56 r3gl 9469
99 43 1522 4047 90 rg40  365.2 29 rig4 8428
100 66 r276 1374 26 060  876.3 62 669  747.9
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Figure A1-8 and Figure A1-9 show examples of the changes in the T-field due to the mining modifications
for a single realization (r440). In Figure A1-8, the color scale is the same between all three plots, and the

horizontal black line indicates the location of the longitudinal cross-section {Figure A1-9).
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Figure A1-8. Comparison of r440 R2 for non-mined, fully mined, and partially mined scenarios (same color scale in all three
plots}. Coordinates are cell-based (each cell 100 m on a side}; heavy black line indicates location of cross section {Figure
A1-9), while LWB {black dashed) and SECOTP2D domain {red) are shown for comparison.
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Figure Al1-9. Longitudinal cross section through the WIPP LWB (see Figure A1-8 for location) showing all seven T-fields
associated with rd440. Dashed black line is original non-mined T field, three solid lines are partial-mining scenarios, three
dotted lines are full-mining scenarios. Light verticat ines indicate extent of LWB,

A1.5 Step 4 - Run MODFLOW and DTRKMEF for Each Realization

Once the mining-modified T-fields and IBOUND arrays are created for the 100 m x 100 m mesh
corresponding to each realization and mining scenario, the main Bash shell script

run_mining mods.sh (§A4.3} at line 93 calls the Bash shell script

link input_run mf_dtrk.sh (§A4.6), which creates symbolic links to the required MODFLOW
(Table A1-13) and DTRKMF (Table A1-14) input files that are the same between all of the 700 scenarios
run. Linking is faster and uses less disk space than making hundreds duplicates of common input files. T
distribution files (different between each of the 700 realizations) were already put into their
corresponding subdirectories by the mining_mods.py script (see Section A1.4.2). The files to be linked
are listed in a text input file named files, which is read by the Bash shell script. The output from
running DTRKMF is used to create CDF piots of the travel time to the WIPP LWB from the C-2737 release
point.
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Table A1-13. input and output files for MODFLOW flow calculations {100 m x 100 m grid)

File™ Remark
Inputs
Inputs/AP114 Task7/modflow/mf2k_head.ba#’ basic package
Inputs/AP114 Task7/modflow/mf2k_head.dis® discretization package
Inputs/AP114 Task7/modflow/mf2k_head.nam’ name list
Inputs/AP114 Task7/modflow/mf2k head.ded.nam™® name list when DE4 used
Tnputs/AP114 Task7/modflow/mf2k_head.oc® output control package
Inputs/AP114 Task7/modflow/mf2k head.rch’ recharge package
Inputs/AP114 Task7/modflow/mf2k_culebra.lmg® LMG solver package
Inputs/AP114 Task7/modflow/mf2k culebra.lpf’ LPF package
Inputs/mf2k_culebra.ded’ DE4 solver package
Tnputs/AP114 Task7/data/init bnds.inf'? non-mined IBOUND array
Inputs/AP114 Task7/data/init_head.mod’ initial head array
Inputs/AP114 Task7/data/elev_bot.mod’ bottom elevation array
Inputs/AP114 Task7/data/elev_top.mod® top elevation array
Inputs/AP114 Task7/Outputs/r???/modeled A field.mod® 100 A field arrays
Inputs/AP114 Task7/Outputs/r???/modeled R field.mod’ 100 R field arrays
Inputs/AP114_Task7/Outputs/r???/modeled S field.mod’ 100 S field arrays
Outputs/Rn/M/r?7?7/modeled K field.mod 600 mined K field arrays
Outputs/R0/r?7?/medeled K field.mod 100 non-mined K fieid arrays
Outputs/data/init bnds M.inf 2 mined IBOUND arrays
Qutputs
Outputs/Rn/M/r???/modeled head.lst 600 ASCIl narrative listings
Outputs/R0O/r???/mecdeled head.lst 100 ASCII narrative listings
Outputs/Rn/M/r???/modeled flow.bud 600 binary flow budgets
Outputs/R0O/r?7??/modeled flow.bud 100 binary flow budgets
Outputs/Rn/M/r???/modeled head.bin 600 binary head files
Outputs/R0O/r??7?/modeled head.bin 100 binary head files
Outputs/Rn/M/r??7/mf2k_stdout 600 screen outputs
Outputs/RO/r???/mf2k stdout 100 screen outputs
Qutputs/Rn/M/r???2/1lng err.tmp error file (not saved)

1. CVSrepositary MiningMoE

2. mef{L23LM € ffullpart); r?7 7€ {r256,r902, etc. } (see Table AL-6)

3. theseinput files are only used when the LMG solver fails to converge in the allotted time

4. this input file is only used in the 100 nen-mined realizations

5. 1Inputs /AFl14_Task7/ is the working directory where files checked out from CVS repository Tf£ields are located, see {Long,

2010)

The Bash shell script (§A4.6) has two main loops. The first loop {lines 26-70} goes over the 100 original
T-fields in their non-mined state (realization R0 in the directory structure — Figure A1-3}, setting up
input files, running MODFLOW and DTRKMF, for the 100 m grid. The second loop (lines 78-145) does
largely the same thing for each of the 600 mining-modified T-fields (100 realizations x 3 replicates
R{1,2,3} x 2 mining types {full,part}}. Screen output from running MODFLOW and DTRKMF is redirected
to text files (mf2k_stdout and dtrkmf stdout) that are checked into CVS.



Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Calculations
Page 79 of 139

Approximately once per every 500 times the algebraic multigrid solver package (LMG) does not
converge due to problems associated with large changes in transmissivity as a result of mining {e.g., very
high and low transmissivity cells juxtaposed without a smooth transition). To automate the analysis in
the case where the model fails to converge, similar to an approach used in AP-114 Task 7 (Hart et al.,
2009), a time limit is placed on the execution of MODFLOW when using the LMG solver via the built-in
Bash command ulimit (see line 8 of the Bash shelt script 1ink input run mf dtrk.shj. In
each step of the innermost loop, after running MODFLOW, the script checks for the presence of an error
file, Img err.tmp (lines 118-120 in §A4.6), which would be generated if the simulation failed to
converge and was terminated by the shell for running longer than the allotted time. When this error file
is found, the simulation is restarted using the direct solver package (DE4), which always converges but
runs at least 10-20 times slower than the LMG solver. The DE4 solver is part of the standard MODFLOW-
2000 executable, but previously was not tested for WIPP use. New tests were added to the test suite to
cover the direct solver (Hart, 2010). The time limit defined using ulimit is extended to an unlimited
amount of time (line 125), and the simulation is re-run with the DE4 solver, concatenating the screen
output from this second simulation onto the output from the first simulation {the screen-redirected
output file in these restarted cases will include screen output from both simulations).

Table A1-14. Input and output files for DTRKMF particle tracking calculations {100 m x 100 m grid)

File™ Remark

inputs

Inputs/dtrkmf/wippctrl, inp DTRKMF input file

Inputs/dtrkmf/dtrkmf.in
Outputs/Rn/M/r???/modeled flow.bud
Outputs/RO/r???/modeled flow.bud
Inputs/AP114_Task7/data/elev_bot.mod’*
Inputs/AP114_Task7/data/elev top.mod*®
Inputs/AP114 Task7/modflow/mf2k_head.dis®

DTRKMF screen input

600 MF2K mined budgets (see Table A1-13}
100 MF2K non-mined budgets

Culebra bottom elevation (fort . 34)°
Culebra top elevation {fort . 33)

MF2K discretization package

Outputs

Outputs/Rn/M/r???/dtrk.dbg
Qutputs/RO/r???/dtrk.dbg
Outputs/Rn/M/r???/dtrk.out
Outputs/RO/r???/dtrk.cut
Outputs/Rn/M/r???/dtrkmf stdout
OQutputs/RO/r???/dtrkmf stdout

600 ASCII narrative tistings
100 ASCII narrative listings
600 ASCII particle tracks
100 ASCHI particle tracks
600 screen output

100 screen output

1. CVS repository MiningMod

2 n € {1,2,3}; M € {full,part]; »??? € {r256,7902, etc.} {see Table A1-6)

3. DTRKMF expects these files to be opened on Fortran units 33 and 34, therefore the input files are linked to files named fort .33
and fort. 34,

4. Inputs/AP1l14_Task7/ is the working directory where files checked out from CVS repository Tfields are located, see
{Long, 2010)

A1.6 Step 5 - Post-Process DTRKMF Output for Plotting

The main Bash shell script run_mining mods. sh (§A4.3) at lines 104 and 110 calls two Python
scripts combine_dtrkmf output for gnuplot.py (§A4.7.2)and

extract_dtrkmf lwb_travel times.py (§A4.8.2) to post-process the output from DTRKMF
for producing CDF and particle track figures (see Table A1-15). These data are not used further in PA,
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but the scripts are included here and the resulits are checked into CVS for completeness. Each of the 700
realizations produces a DTRKMF output file (dtrk. out), where each record or line in the file is a point
along the path taken by a particle. The first three columns of output are the time, DTRKMF column, and
DTRKMF row indicating the location of each particle. The scripts perform two conversions on this
output, printing the results in two different formats.

The row and column output of DTRKMF is converted to UTM NAD27 Zone 13 coordinates {meters), the
travel times are adjusted to a 4-m Culehra transport thickness (from the 7.75-m thickness used in the
flow calculations), and the results are saved in ane of two formats. The Pythan script
combine_dtrkmf output_ for gnuplot.py puts all 100 realizations for each of the seven
different mining / replicate combinations into a single file (resulting in seven large text files with two
carriage returns between the points associated with particle tracks for each realization); this allows
plotting of the “horsetail plots” of particies using Gnuplot (Figure 3-11 through Figure 3-14). The Python
scriptextract_dtrkmf lwb travel times.py extracts the last particle location from each file
(the last row), saving them to seven different files, each with 100 rows indicating travel time to the WIPP
LWB for each of the realizations. These data are then further processed to create an additional seven
files with the particles sorted by travel time and a cumulative prabahility column (going from 0.01 to 1.0
in steps of 0.01), for creation of a CDF plot (Figure 3-9).
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Table A1-15. Input and output files for DTRKMF post-processing Python scripts

File™ Remark

Inputs

Inputs/combine_dtrkmf output for gnuplot.in Python inputs with filenames and coordinates
Inputs/extract_dtrkmf lwb travel times.in Python inputs with filenames and coordinates
Outputs/R0O/r??7?/dtrk.out 100 DTRKMF ASCIi particle tracks
Outputs/Rn/M/r???/dtrk.out 600 DTRKMF ASCII particle tracks

Outputs

Ou;f :]E_s;f lum;n ;r 1yi/za tions Rn M.dat 6 summaries of 100 full particle traces
Qutputs/Surmary/

dtrk_nemining _all _realizations.dat summary of 100 non-mined particle traces

6 summaries of time and location each realization's
particle exits the LWB

6 summaries of sorted time and cumulative
probability for particles exiting the LWB

outputs/Summary/ summaries of time and location each non-mined
Wwipplwb results nomining.ocut realization’s particle exits the LWB

summary of sorted time and cumulative probability
for non-mined realization’s particles exiting the
LWB

Outputs/summary/wipplwb results Rn M.out

Outputs/summary/wipplwb_results Rn M.sort

Qutputs/Summary/
wipplwb_results nomining.sort

1. CVSrepository SOYSLIB/MiningMod
2. ne{1,23% M € {fullpart); r??77 € {r256,7902, etc.}(see Table A1-6)

A1.7 Step 6 - Convert MODFLOW Input Data to Transport Mesh

The SECOTP2D transport mesh is comprised of 50 m square elements, while the MODFLOW mesh used
for calibration is made up of 100 m square elements. Each square 100 m MODFLOW element is sub-
divided into four equal-sized square elements, with the properties of the larger cells copied directly into
the smaller cells without averaging or smoothing. The boundary head is the only property that is
smoothed in the transition from the coarser to the finer mesh. The main Bash shell script
run_mining mods.sh (§A4.3) at line 121 calls the Python script 100x100 to S0x50.py
{8A4.9.2 and Table A1-16), which reads in the two MODFLOW IBOUND arrays (full and partial mining),
the top and bottom elevation arrays, the starting head array and the four different parameter fields for
each realization: 300 non-mined parameter fields (anisotropy, recharge, and storage) + 100 realizations
x 3 replicates x 2 mining types for hydraulic conductivity = 900 total expanded parameter fields. The
corresponding quadrupled input files are saved to re-run MODFLOW for creating the inputs to
SECOTP2D (the original 100 unmodified T-fields are not re-run, since they were only needed for
comparison in the particle track and CDF results and figures).
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Table A1-16. Input and output files for Python script 100x100_to 50x50.py

> 2,
File"™*

Remark

Inputs

Inputs/100x100 to 50x50.in
Outputs/data/init bnds full.inf
Outputs/data/init bnds part.inf
Inputs/AP114 Task7/data/elev_top.mod’
Inputs/AP114 Task7/data/elev_bot.mod!
Inputs/AP114 Task7/data/init head.mod®
Inputs/AP114 Task7/Outputs/r???/
modeled W field.mod*
Qutputs/Rn/r???/modeled K field.mod

Python input file with filenames

full-mining IBOUND (see Table Al-7 outputs)
partial-mining IBOUND {see Tahle A1-7 outputs)
Culebra top elevation field

Culebra bottom elevation field

Initial and specified head field

300 calibrated non-mined property fields
600 mined T-fields

Outputs

Qutputs/data/init bnds full.inf.50
Outputs/data/init bnds part.inf.50
Outputs/data/elev_top.mod.50
Outputs/data/elev_bot.mod.50
Qutputs/data/init head.med.50
Outputs/RO/r???/medeled W field.mod.50
Outputs/Rn/r???/medeled K field,mod.50

fuli-mining IBOUND for 50 m grid
partial-mining IBOUND for 50 m grid
Culehra top elevation for 50 m grid
Culebra bottom elevation for 50 m grid
Initial and specified head for 50 m grid
300 non-mined properties for 50 m grid
600 mined T-fields for 50 m grid

1. CvSrepository MiningMod

n € {1,2,3); M € [fullpart}; r?? ? € {r256,7902, etc.) (see Table A1-6)

2,
3. WEe{ARS)
4,

Inputs/AP114 Task7/ isthe working directory where files checked out fram CVS repository T£ie1ds are Iocated, see

{Long, 2010)

At lines 148-159 of the 100x100 _to_50x50.py Python script, the top and bottom elevations are
converted to the finer mesh; Table A1-17 illustrates a small subsection of the two matrices. Since no
manipulation besides expanding the grid was necessary, the values were treated as strings {no
conversion to floating point) to increase the execution speed of the script and prevent changes to the
input data due to conversion. The bottom elevation array was treated similarly; the vaiue in each cell is
exactly 7.75 m iower than the top elevation, in both the coarse and finer mesh grids.

Tahle A1-17. Northwest carner of Culebra top elevation field; top half is original field {4=4}, bottom half is expanded field
corresponding to same area {8=8). Four and 16 cells are colored-coded to fllustrate correspondence.
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The initial head array was smoothed (see lines 162-219) along the exterior two rows or columns of the
domain and therefore the input file was converted to floating point {unlike the top elevation array). The
smoothing was accomplished by first copying the data into the finer mesh without averaging (line 171),
then applying a smoothing stencil to the head data (see script lines 180-216 and examples in Table
A1-18 and Figure A1-10).

Table A1-18. Initial head along north edge of madel domain {row 1) in original (top) and expanded {battom) starting head,

942,800 D47 82 BAZ 867 942,898 942.931
942,780 942.8068 942.825 947,842 942 853 942 .873 942.891 942,507 942.923 942.939

944.0p T T ™ T

943.8

943.6

943.4

initial head {m)

2

943.0

942.8

i 1 1 L i

] 20 40 60 80 100
original 100m column

Figure A1-10. Comparison of initial head arrays for original and expanded grids. First 100 columns of first row {north
boundary} in the original (red circles} and first two rows of the expanded (biue dots) model

The MODFLOW IBOUND arrays (one for full and another for partial mining) are expanded and copied
into the quadrupled grid in the same manner as the top and bottom elevation arrays (see lines 222-240
of script and Table A1-19). The anisotropy (A}, recharge (R), and storativity (S) arrays are expanded to
the finer grid for each of the 100 realizations — 300 fields total — in lines 243-260 of the Python script.
Like the IBOUND arrays, the top & bottom elevation arrays, and the T-fields, these A-, R-, and S-fields are
read in and written as strings, avoiding the string-to-float conversion overhead and potential rounding
errors.
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Tahle A1-19. Section of IBOUND arrays at southeast corner of domain for 100 m grid {(top} and 50 m grid {bottom}. -1 (in
red) indicates specified head; 1 indicates an active cell.

$1 1 1 1-1-1=-1-1-1-2
1 1 1 1 1-1-1+-1-1=-2
1 1 1 1 1 1-1-1-1-1
11 1 1 1 1 1-1-1-1
11 1 1 1 1 1 1t ~1-1
11 1 1 1 1 1 1 1-1
11 1 1 1 1 1 1 1-1
l1 1 1 1 1 1 1 1 1-1
111 1 1 11 1 1-1
-1 -1 -1 -3 -3 -1 -1 -1 -1 -]
1111111 1-1-1-1-1-1-1-3% -1 - -1 -1 -1
i1 111111 1-1-1-1+-1-1-1-1=~1-2-1-% -1
11111111 1 1-1-1-1-1-2-1-1-1-3% -1
1111111111 1-1-1t-1-1-1-=-=1-1-~-1-1-1
+r 1111111111 1-1-1-1-1-1-1-1-1
111111111 111 1-1-1-1-1-1-1-1-1
T+ 111111111111 1-1-1-1-1-1-1
1111111111111 1-1-1-1-1-1-1
r 1111111111 1 1 1 1 1-1-1-1-1
1111111111111 11 1-1-1-1-1
1111111111 1 1 1 1 1 1 1 1-1-1
1 1111111111111 1 11 1-1-1
11111 1 11 1 11 1 1 1 1 1 1 1-1-1
111111111111 111 1 1 1-1-=1
$1r 111111111111 111 1 1-1-1
111111111111 111 1 1 1-1-1
111111111 111 1111 1 1-1-1
11111111111 1 1 11 1 1 1-1-t%
-1-1r-1r -t -1-1-1-1-1-1-1-1-1-1-1-1-1-1-~1 -1
-1 -1~1-1-1-1-1-1-1-1-1-1-1-1-1-1-1-1-1-1

Table A1-20. Filenames of corresponding MODFLOW input files for 100 m and 50 m grid problems

Type Original 100 m grid input filename  Quadrupled 50 m grid input filename
Culebra elevations elev {tcp,bot}.mod elev {top,bot}.mod.50

Initial heads init head.mod init_head.mod.50

IBOUND array init bnds {part,full}.inf init bnds {part,full}.inf.50
T, AR and S arrays modeled {T,A,R,S} field.mod modeled {T,A,R,S} field.mod.50
Name list mf2k_head.nam mfZk_head 50.nam

Discretization package

mEZk head.dis

mfZk_head 50.dis

Aside from the data arrays, there are a few MODFLOW input files that reference the number of rows
and columns in the domain, and therefore must also be modified (see Table A1-20). These input files
are modified from the original versions checked out from AP-114 Task 7 in the Bash shell script

run_mining mods.sh (§A4.3 lines 130-152) using sed substitute “s foriginal /replace/”

commands.

A1.8Step 7 - Run MODTLOW Using the Finer Transport Mesh

Very similar to the Bash shell script 1ink _input run mf dtrkmf.sh (§A4.6) discussed in Section
Al.5, the main Bash shell script run_mining mods. sh (§A4.3) at line 162 calis the Bash shell script
run_50x50 modflow.sh {8A4.10), which prepares the required input files and executes MODFLOW
for each of the 600 cases (100 realizations x 2 mining types (full or partial) x 3 replicates {R1,R2,R3) =
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600), but unlike the script that executes the 100 m MODFLOW model, the script that drives the 50 m
MODFLOW model does not additionally run DTRKMF after each flow simulation. The 2-minute time
limit is enforced to handle cases where the LMG solver does not converge (see previous discussion for
details); the fraction of runs that do not converge for the quadrupled grid is a larger proportion than for
the original coarser mesh, approximately 1 in 100. When the LMG solver converges, it does so in less
than 10 seconds; the direct solver always works, but has a run time of several minutes,

The only result used from running MODFLOW with the finer mesh is the cell-by-cell flow budget, which
is used as an input (after some pre-processing) for SECOTP2D.

A1.9 Step 8 - Convert Binary MODFLOW Budget Files to ASCII for VTRAN2

The main Bash shell script run_mining mods.sh (§A4.3) at line 173 calls the Bash shell script
convert rename modflow 50x50 budget.sh (§A4.11), which loops over the 600 MODFLOW
simulations using the finer transport mesh, calling the Python script budget binZascii.py
{8A4.12) in each directory, renaming and moving the resulting ASCH output to a common directory.

AL1.9.1 Binary to ASCIl Budget File Conversion

The Python script budget bin2ascii.py (§A4.12.2) reads the MODFLOW binary cell-by-cell budget
file, and writes an ASCII file that is comprised of two matrices, separated by a blank line. The binary
budget files for the Culebra MODFLOW model have the structure outlined in Table A1-21 {two header
records and some data). The first header record is formatted in little-endian format with the following
data: two integers (kstp and kper), a 16-character string {text), and three integers (ncol, nrow,
and nlays —see line 130 of §A4.12.2). Based on the value in the text field in the first header; the value
is eitherread in as gx (FLOW RIGHT FACE), qy(FLOW FRONT FACE), or it is skipped {lines 150, 154,
and 158}. The second header is not used.

Table A1-21. General structure of a data block in a MODFLOW budget files

Headerl: (kstp, kper, text,ncol,nrow,nlay)
Header2: {discarded)
data

The ASCII budget is saved as two large matrices in scientific notation (specified in line two of the input
file} in the natural, unwrapped format. Each matrix for the PABC-2009 MODFLOW model is 307 rows by
284 columns, with a blank line between the matrices.

A single realization (r440) is plotted for each of the two mining scenarios and three replicates in Figure
Al-11, to illustrate the effect mining type and mining multiplier have on the resulting transport flow-
field, here only showing the portion of the flowfield used for transport analysis in SECOTP2D. The WIPP
LWB, WIPP panels, and release point are indicated in the six plots.
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Appendix 2 SECOTP2D Transport Process Narrative

This appendix describes the methods used to organize and implement the SECOTP2D Culebra
radionuclide transport calculations.

The SECOTP2D solute transport code is used in conjunction with a preprocessor {PRESECOTP2D) and a
postprocessor (POSTSECOTP2DY). In addition, several utility codes are used to sample from the
probabiiity distributions for subjectively uncertain parameters, define the mesh, set material properties
and set model parameters. These codes and their use are described in the following sections. All of
these codes are located in the WIPP Software Configuration Management System (SCMS) {Long, 2010)
and are run on the WIPP PA Alpha Cluster. All codes used in the analysis, with the exception of the
VTRANZ utility code, are qualified per Nuclear Waste Management Procedure NP 19-1: Software
Requirements {Chavez, 2006). The VTRAN2 utility is qualified for use in this analysis per Nuclear Waste
Management Procedure NP 9-1: Analyses (Chavez, 2008). VTRAN2 code validation testing is presented
in Appendix 3.

The computations are divided into several steps according to the number of times a particular code is
run, for efficiency, and to allow for inspection of intermediate results. Digital Command Language (DCL)
run control scripts have been written to orchestrate the calculations in each step. Using these scripts,
the calculations were performed under formal run control procedures by the WIPP PA Run Control
Coordinator. See the PABC-2009 Run Control Report (Long, 2010) for detailed information on the WIPP
PA Run Control System.
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Figure A2-1. Culebra transport calculation flowchart

A2.1 Step 0 - Sampling of Subjectively Uncertain Parameters

The subjectively uncertain Culebra transport parameters were not sampled in isolation. Instead, all
subjectively uncertain parameters used in the PABC-2009 were sampled at once at the beginning of the
PA calculations in order to impose the appropriate correlations. The Latin hypercube sampling code LHS

was used for this purpose. The LHS sampling is reported in (Kirchner, 2010).
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A2.2 Step 1 ~ Mesh Generation and Material Property Assignment

Step 11s run once. The Step 1 script uses GENMESH version 6.08 to generate the computational grid
and MATSET version 9.10 to assign material properties to element blocks. The Step 1 script, GENMESH
and MATSET executables, script input and log files, as well as the input and output files for GENMESH
and MATSET are listed in Table A2-1.

The GENMESH inpurt file specifies a uniform computational mesh consisting of 50 m square cells, with
151 cells in the x-direction, and 109 cells in the y-direction. All cells are 4 m thick.

The MATSET input file specifies 13 element blocks. Block 1 is for Culebra physical transport properties.
Block 2 is for global properties. Block 3 is for reference constants. Blocks 4 through 7 are for the atomic
weights and half-lives of radionuclide species ***am, Z°Pu, #°Th, and ***U, respectively. Blocks 8 through
13 are for the distribution coefficients and molecular diffusion coefficients for the species/oxidation
state combinations Am(lil), Pu(Ill}, Pu{1Vv), Th{IV), U(IV), and U{VI), respectively.

MATSET assigns the values of deterministic model parameters to the appropriate element blocks. For
uncertain model parameters, the median value is assigned to the appropriate element blocks.

Tahle A2-1. Step 1 input and output files

File Names CMS Library CMS Class
SCRIPT EVAL GENERIC STEP1.COM LIBPABCO9 EVAL GENERI C_STEP1 V1. 4
Input EVAL STZD PABCOY9 STEP1.INP LIBFABC0S EVAL PABCO 9-0
Log EVAL_ST2D PABC09 STEP1.LOG LIBPABCO09 ST2D PABC09-0
GENMESH GM PAS6.EXE LIBGM PAY6
Input GM_ST2D PABCOS.INP LIBPABCOS ST2D PABC09-0
Output GM_STzZD PABCOS.CDB LIBPABCO9 ST2D PABC09-0
Output GM_ST2D PABC0S.DBG Not kept Not kept
MATSET MATSET QA0S10.EXE LIBMS DAQS10
Input MS_ST2D PABCOS.INP LIBPABCOY ST2D PABC(09-0
Input GM_STZD PABC09.CDB LIBPABCOS_ST2D PABC09-0
Output M3 STZD_PABC09.CDB LIBPABCO9 ST2D PABCO 9-0
Output MS_ST2D PABCO09.DBG Not kept Not kept

A2.3 Step 2 - Uncertain Parameter Assignments

Step 2 is run once per replicate. The Step 2 script uses POSTLHS version 4.07 A to assign the sampled
parameter values to the appropriate element block properties. The Step 2 script, POSTLHS executable,
script input and log files, as well as the input and output files for POSTLHS are shown in Table A2-2.

POSTLHS loops over all 100 vectors in the replicate. The result is 100 CAMDAT database (CDB) files per
replicate, with each CDB file containing the sampled parameter values for that replicate/vector
combination. Sampled values for physical parameters for replicates R1, R2, and R3 are shown in Table
A2-3,
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Table A2-2. Step 2 input and output files
File names™’ CMS Library CMS Class
SCRIPT EVAL GENERIC STEPZ2.COM LIBPABCO9 EVAL  GENERIC_STEP2 V1.2
input EVAL ST2D PABCO09 STEP2 Rr.INP LIBPABCOY_EVAL  PABC09-0
Log EVAL ST2D_PABCOS_STEP2 Rr.LOG LIBPABCO9_ST2ZD  PABCO9-0
POSTLHS POSTLHS QA0407A.EXE LIBLHS QAO407R
Input LHS3 DUMMY.INP LIBPABCO9 LHS PABC09-0
Input LHSZ PABCO9 Rr.TRN LIBPABCO9 LHS PABC(9-0
Input MS ST2D PABC09.CDB LIBPABCO9 ST2D  PABC09-0
Output LHS3_ST2D PABCOS Rr Vvvv.CDB  LIBPABCOS STZ2D  PABC09-O
Output LHS3 ST2D PABCO? Rr.DBG LIBPABCO9 ST2D  PABC09-0

1. re{1,23}
2. vvv € {001,002, ...,100} for each r
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Table A2-3, Sampled values of uncertain SECOTP2D physical parameters for all three replicates

R1 R2 R3

% 3 E 2|3 s E 2|3 g § ¢

508 5 & 3|5 8§ & 5 /3 § 2 3

|8 8 & g8 & £ 7|8 8 & 8

1 | 347E4  144E1 273E1 109E+0 | 447E4  181E1 237E4  101E+0 | 472E4 157E-1 445E-1  1.11E+)
2 | 117E4  220E-1 173E1 VLATE+D | 359E3  199E1 7.37E2  10SE+) | 2D1E3  1B1E1 293E-1  169EHD
3 | 308E4 133E1 47E1 1.20E+0 | 6.14E3  1.09E1 313E1  190E+) | 1.35E4 1B89E1 3I62E-1  1.23E+)
4 [ 276E3 1.74E1  210E-1 V0E+0 | 271E4 1.19E1 270E1 1.0BEH) | 582E3 153E1 1.98E1 1.20E+0
5 | 770E3  187E1 A3J7ET 1.04E+0 | TATE3  132E11  1.14E4 214E+) | BA3E3  1T6E1 1.23E1 1LATEHD
6 [ 1.51E3 1.07E1  250E-1 1.59E+0 | 240E4 184E-1 491E1  123E+) | VA7E3 14BE1  292E1 165E+0
7 [ 213B3 183E1  347E-1 1.19E+0 | 1.91E4 184E1 164E1 107E+) | 199E3 175E1 3.33E1  1.01E+0
8 | 946E4 149E1 367E-1 1.12E+0 | 28563 1.13E1  482E1 200E+) | 3.0BE4 173E1  3.05E4  1.01E+)
9 | 813E4 209E-t 526E-2 117E+0 | 75264 100E-1 231E1  1.14E+) | 766E4 1.1BE1 1.27E41  1.08E+D
10 | 418E3 1.77E-1  3.968E1 113E+0 | 247E4 1451 1.70E-1  1ME+D | 1.39E-3 2.22E1 1.83E1  1.16E+0
M | 522E4 172E-f 234E-1 115E+0 | 9.99E4 1.77E-1 440E-1 125E+0 | 140E4 16BE1 17261 1.66E+0
12 | 258E4 1.89E-1 3.38E-1 1.24E+0 | 951E-3 204E-1 2821 108E+D | 556E3 1.7BE-1  379E1  217EH0
13 [ 165E4 175E-1 280E-1  107E+D | 958E-3 108E1 496E-1  1.04E+0 | 1.50E4 1.74E1  853E2 1.12E4
t4 | BBBE-3  162E1  421E4  124E+0 | 1.09E4 14761 184E1  1.23E+0 | 306E3  130E1 24E1 17564
15 | 1.82E4 136E1 1.07E-1 1.21E+0 | 359E4 1.75E-1 386E-1 1.21E+0 | 160E3  188E1 14261 141E+0
16 | 495E4 165E-1 466E-1 1.03E+D | 158E-3 1.22E-1 152E-1 1.1BE+D | 200E4  214E1  111E1 119E+0
17 | 146E4 403E1 1.97E-1 1.16E+D | B.29E-3 1.B7E<1  3.35E-1 113E+) | 46563 1.20E1 167E-1 162E+0
18 | 446E4 190E-1 464E-1 1.75E+) | 498E4 1.3BE<1 8.04E-2 114E+) | 9.39E3 2(HE-1  409E-1  1.20E+0
19 | 7.08E4 184E-1 499E-1 1.16E+) | 3353 2.27E-1  3.05E-1 112E+) | 162E4 1.81E-1 4491  110E+0
20 | 627E4 157E1 363E4 162E+0 | 489E3 1.1ME  369E1  1RE+D | 276E4  1.02E-1 953EZ2  117E4
21 { 186E-3 163E1 320E-1 107E+0 | 7.10E4 224E4 32561 120E+) | 188E4 1.71E-1 3.86E-1 1.86E+)
22 | 226E3 1151 286E1 1.0MEX) | 1.26E4 1.64E-1  392E1  1.21E+0 | 435E3 1.00E1  1.76E-1  1.20E+)
23 | 120E4 179E-1 416E1  1.14EH0 | 13263 1.64E-1  9.21E2  1.17E+0 | 987E4  228E1 395E-1  2.20E+0
24 | 161E3 10261 490E1 171EX) | 563E3 1.16E-1 250E1  208E+} | 5.02E3 18261 245E-1  1.13E+)
25 | B64EA  161E-1 408E1 1.24E+0 { 189E4 153E1 539E2 1.85E+0 | 1.75E-3 1.28E-1 496E1  2.15E4)
26 | S27E3  176E-1  265E1  113EH) | 212E3  242E41 2731 10BE+0 | 6.54E-3  151E1  AT4EA 112E4)
21 | 1.26E3 1.04E-1  373E1 118+ | 5.26E3  172E1 1321 1.93E+0 | 386E-3  1.91E4  43WEA 1HEH
28 | 6.98E3 158E-1 4.86E1 207E+) | BRSE4 1.29E1 2021 1.03E+0 | 1.56E4 1.24E1 1.38E1  1.87E+)
29 | 967E4 170E-1 293E1 113E+0 | 507E-3 1.33E1 658E-2 120E+D | 1.34E3 1.83E1  1.19E1  201E+)
30 | 1134 181E1 152E-1 188E+) | 205E3 162E-1 205E-1 110E+D | 2.75E4 1.31E1 277641 1.82E+)
31 | 210E4 167E-f 240E1 111Es+0 | 24BE-3 186E-1 402E-1 115E+) | 6.68E4 10761 24BE1  1.13E+)
32 | 1093 143E-1 8.01E2 11A7E+0 | 7.63E-3 1.02E-1 174E1 1.05E+0 | 9.37E4 1.47E4  679E2 1.16E+0
33 | 183E4 124E11 321E-1  1.24E+0 | 6.20E4  1.26E-1  188E-1 10BE+0 | 496E4 1.85E1 467E1  1.07E+)
3 | 5734 11561 3031 110E+0 | 1.80E4 1.74E1 431E1 115E+0 | 554E4 1.12E1 3IT74E1 122640
35 | 2.30E4  152E1 216E-1 119E+0 | 225E4  1.20E-1 1241  1.19E+0 | 503E4 166E-1 1.57E1  1.12E4
36 | 480E-3 1.21E1  1.M4E-1  154E+0 | 1.80E3 1.76E1 48261 1.08E+) | 353E4 13581 3A7E1 1.05E40
37 | 284E4  117E1 4D5E-1  140E+0 | 1.73E3 11261 AB0E1 120E+0 | 543E4 200E-1 7.08E2  1.19E4)
38 | 265E4 1.19E-1  205E-1 215E+0 | 148E4 147E-1  AM6E1  174E+0 | 348E3  {77E1  272E1  104EH0
39 | 527E4 1.76E-1 BISE-2  122E+0 | 944E4 1.09E-1 4A58E1 109E+) | 149E-3 102E1 201E-1  1.25E+)
40 | 1.28E4 1.73E-1 247E1  103E+0 | 340E4 1.03E-1 408E-1 1.98E+D | 4.18E4 1.23E1 494EA 115E)
41 | 228E4 1.48E-1 444E1 103E+0 | 327E4  1.68E-1 183E1 112E+0 | 268E-3 1.15E1 469E1  1.22E)
42 | 895E4 166E-1 382E1 116E+0 | 6.40E3 1.19E-1  176E1  205E+) | 6.08E-3 1.16E-1 489E-1 1.21E+0
43 | 414E3 16BE-1 356E-t 1.05E+0 | 276E4 1.24E-1  376E-1  1.15E+0 | B4BE-3 179E-1 4264 1.02EH
44 ¢ 467E3 1.09E1 1.02E1 1.04E+0 | 165E3 1.88E-1 4ME1 202640 | 414E4 171E-1  185E1  1.55E0
45 | 59264 1.20E-1 260E1 102E+0 | 110E4 171E1  3147E-1  167E+) | 2.17E3  1.09E1  4.80E1 119+
46 | 1.01E3  228E1  256E1 1.05E+0 | 140E4 1ROE-1 13E-1  100E+0 | 262E4 133E1 4541 1MEH
47 | 7.56E4  146E1  113E1  115E+0 | 3.87E-3  1TOEt  BA4E2  112EH0 | JB4E4  162E1 584E2  1.95E+0
48 | 564E-3 139E-1 309E-1 1.08E+0 | BB1E3 1.75E 288E-1  1.20E+) | 180E4 1.03E1 329E1  1.14E+0
49 | 364E3 165E-1 283E-1 1.06E+0 | 236E-3 1.65E1 1.55E-1 1.53E+0 | 7ONE4  1.82E-1  3ATE 1.24E+0
50 | 3493 169E1  142E-1 106E+0 | 201E4 1.04E1  A36E-t 161E+0 | 1.06E-3 172E1 207E1 1.07E+0
51 | 33564  182E-1 312E1 1M1E+) | 8.22E4 144E1  140E-1  1.16E+0 | 6.24E4 158E-1 1.46E-1  1.15E+0
52 | 98263 184E-1 384E1 1HEH) | 434E4  2ME4 121E-1  1.97E+0 | 5.97E4 1LME-1 402E-1  1.57E+0
53 | 204E-3 153E41  230E1 1.02E+0 | 5B3E4  156E-1  JO7E-1  110E+0 | 1.22E4  154E4 208E-1  1.98E40
54 | 1443 130E41 237E1 105640 | 1.1ME3 185641 1.39E1  1.22E+0 | 1.13E4 1B0E-1  419E-1 1.23E+0
55 | 7.61E4  1.10E-1  278E1 109E+0 | 422E3 18261 209E1 1.02E+0 | 8.35E4  2.13E-1 43561 118E+)
56 | 43963 106E1 268E1 1.00E+0 | 5.10E4 151E1 148E1 1.16E+0 | 241E-3  1.19E-1  247E-1  1.09E+0
s7 | 280E-3  110E40 377t 1.94E+) [ 535E4 1.73E-1 4251 1.81E+0 | 2134 149E1 2TIEA  210E¥)
58 | 328E4 14251 1351 120EX0 | 221E3  169E1  S597E-2  1.25Es0 | 1.56E-3 1.20E-1 25961 12E)
59 | 1.24E3 186E-1  44BE1  119E+0 | 414E3  10ME1 9792 1.24E40 | B.ME-3  113E-1 1.ME-1 1.09E4D
60 | 6B3E4 17361 839E2 1.11E+) | 363E4 1.79E1  279E1  1.00E+) | 7.59E-3 1.84E-1  2B7E 1224
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R1 R2 R3

b =) z e > =) = o = = o
i 8 & & E| S & & | & & §F %
g | 3 3 = 3 2 3 x 5 a 2 = 5
B & & [ g ] & [ 2 b & = 2
61 | 191E3 168E-1 331E1 123E40 | 45063 1.14E-1 3561E-1 116E+0 | 252E-3 10561  4.29E-1  2.10E+0
62 | 1.01E4 128E-1 438E1  100E+0 | 401E4 12061 342E-1 164E+0 | O02E4 186E1 281E1  1.01E+0
83 | 875E3 141E1  157E1 120640 | 130E-3 16761 207E-1 122640 | 239E4  100E-1  290E1  1.06E+0
64 | 938E3 238E-1 178E1 181E4) | 582E4 118E-1  A7IE 102640 | 296E3  1.30E4  3MME  1.07E+D
66 | 237E3 2031 39361 107E«0 | 170E4 191E-1 474E1  10IE0 | 19364 16561 BOBE2  2.05E+0
66 | 585E3 1.86E-1 3.28E-1 104E+0 | 250E4 189E-1 264E-1  114E+0 | 7.25E4 1.08E-1  4.25E1  1.04E+0
67 | 5.22E3 1451 1.28E1 1.25E+0 | 183E3 115E1 422E1 102640 | 3.20E4 170E1  461E1  1.05E+0
68 | 264E-3 1.03E-1 4.56E-1 201E+0 | B.61E3 188E1  253E-1 117Es0 | 8.25E4 1.37E1  33BE-1  1.98E+0
69 | 256E-3 1.54E-1  146E-1 121E+0 | 116E3 131E1  356E-1  100E0 | 7.07E3  17E41 541E2  1.08E+D
70 | 110E3  1.11E-1 47261 157E+0 | 6BOE-3 145E1  449E-1 119Es0 | 173E4 177EA1 313E1  1.03E+0
71 | 4.26E4  1.28E1  219E1  19BE+0 | 193E-3 219E1 358E-1 10560 | 367E4  236E1  3IBE  1.21E+D
72 | 198E4  178E-1  A474E1  202E+0 | 303E4 106E-1 103E-1 101E+0 | 1.27E4 161E1  150E1  1.05E+0
73 | 107E4 180E-1 74BE-2 166E+0 | 148E-3 14961 243E1 179E+0 | 22BE3 143E1 2.56E 1.17E+0
74 | 401E4  246E-1 A91E1  218E+0 ; 7.55E-3 146E-1 3JME1  119E+0 | 63264 158E1 353E1  2.24E+0
75 | 368E4  1.88E1 B65E-2 208E+0 | 3.16E-3 248E-1 696E2 174E+0 | 1.28E-3 139E1 7.M4E2  1.79E+D
76 | 134E3 164E1 482E4 115E+0 | 110E3 161E1 22864 1.ME+0 | 970E3 1B4E1  949E2  1.08E+0
77 | B20E3 187E1 162E4 122E+0 | 10563 106E-1 107E-1 170E+0 | 5.36E-3 1.14E4 37261 1.02E+0
78 | 61363 161E1  1.26E4  107E+0 | 127E3 1ME1 196E-1  1.10E+0 | 1.01E4 169E4  213E1  1.24E+0
79 | 381E3  142E1 357E41 102640 | 477E4 186E1 4521 219E+0 | 1.01E3 183E1 B88E2 1.07E+0
80 | 177E3 1.25E-1 5B4E-2 150E+0 | 769E4 112E-1 21BE1  103E+0 | 497E3  1ME4 41281 113E+0
81 | 34E3  1.19E-1 1.65E1 118E+0 | 1.20E3 140E-1 161E1 1.ME+0 | 1.06E4 12561 484E1  1.01E+0
82 | 200E4 233E1  172E4  104E+0 | 165E4 182E1 245E-1 1.24E+0 | 369E3 1.19E1  360E1  1.53E+)
83 | 319E3 1791 289E4 191E«0 | 25763 128E1 307E-1  1.13E+0 | A0BE3 162641 390E1  1.93E+)
84 | 250E4 163E1 411EA  211E+0 | 293E4 148E1 586E2 1.07E+0 | 223E4 145E1  1B4E1  1.04E+)
85 | 137E4 2.22E1 959E-2 112E+0 | 67264 160E1 301E-1  1.15E+0 | 283E3 1.10E4 16281 1.71E+)
86 | 468E4 1.88E-1 1.84E-1 110E+0 | 120E4 183E1 487E-1  212E+0 | 29364 186E4  3I23E1  1.18E+0
87 | 144E4 1.47E4  AS4E  108E+0 | 119E4 168E-1 3.20E-1 1.07E+0 | 441E3 14164 236E1  1.16E+0
88 | 153E3 1.34E1 T.0E-2 10BE+0 | 320E-3 136E1  251E1  219E+0 | 11563 187E4  1.05E1 191E+)
89 | 245E3 1.23E1 1.93E1 184E+0 | 494E3 178E  370E1  1.22E+0 | 1A7E4 11281 2.26E4  1.10E+0
90 | 339E3 1831 65962 1.12E+0 | 294E3 162E1 223E1  1.18E+0 | B97E-3  1B9E1 369E1  1.11E+D
91 | 1.18E3 1.12E1 18561 220E+0 | 376E3 166E-1 3451 155E+0 | 231E-3  1BOE-1 264E1  1.00E+0
92 ' 393E4 1ME1 930E2 123E+0 | 102E4 1.58E-1 B.A4E-2  1.12E+0 | 341E4 10661 23261 1.03E+0
93 | 6.39E3 138E1 121E 1.19E+0 | 635E4 1.90E1 363E1  105E+0 | 1.10E3 14261 190E1  1.23E+0
94 | 1B4E3 147E 3.36EA  1.14E+0 | 83E4 155E41  396E1 1.02E+0 | 353E3 2491 45SE1  1.14E40
95 | 7.32E3 108E1  347E  1.10E+0 | 1324 1.35E1 214E1 22560 | 1.7IE3  184E 2231 1.06E+0
96 | 6.64E3 182E-1 138E-1 224E+0 | 216E4 1631 11E-1  123E+0 | 1.89E-3  244E  145E1  1.13E+0
97 | 6.5E4 171E1  431E1 17BE+0 | 580E-3 171E1  380E-1 103E+0 | 250E4 180E-1 3O7EA  1.25E40
98 | 156E4 159E-1 3BBE1 170E+0 | 389E4 2ME1  289E1  186E+0 | 3ME3  146E1  582E2 10940
99 | 298E4 100E-1 223E1 117E+0 | 1.54E4 14161 4431 1.24E+0 | 1.26E3  16BE1 957E-2  1.06E+0
100 | 17264 116E-1  203E1  1.20E+0 | 270E3  170E4  4BRE-1  1.04E+0 | 442E4 1B6E1  3ME4  1.02E+0

A2.4 Step 3 - Evaluation of Oxidation-State-Dependent Parameters

Step 3 is run once per replicate. The Step 3 script loops over all 100 vectors in the replicate, invoking
ALGEBRACDB version 2.35 and RELATE version 1.43 for each vector. The Step 3 script, ALGEBRACDB and
RELATE executables, script input and log files, as well as the input and output files for ALGEBRACDB and
RELATE are shown in Table A2-5

The ALGEBRACDB code selects the sampled distribution coefficient and molecular diffusion coefficient
based upon the value of the sampled oxidation state. The distribution coefficient is then used to
calculate the retardation factor. The RELATE code is used to remove all element blocks except for
CULEBRA (all required non-CULEBRA block properties are transferred to the CULEBRA block). Sampled

values for chemical parameters are shown in Table A2-4.
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Table A2-4. Sampled values of uncertain K; parameter; OXSTAT indicates whether the U and Pu species are in their high or
low oxidation states for each vector and replicate

R R2 R3

< o = = o = = = o =

j/8 8 ¢ & :/8 B ¢ E :/|8 B B & 3
=135 z P 2 = 3 £ b E = b z & - =

1 H 97E2 T750E-3 564E+D 3333 | § 14862 281E+0 20063 633ES | H 1932 26960 1.82E-3 TETE4
2 L 437E-2  159E1  310E-3  2.39E4 H 649E-3  1.2E-3 147E1  995E-3 L 7.08E-3 1.88E-2 B79E4  1.96E+D
3 L 3B9E-2  652E-2 1.16E-3  6.87E-3 H 900E-2 23ME-1  444E3  160E4 L 248E-1  1.26E1  472E.2 7.22E-2
4 L 1.42E-1  479E-2  1BBE-2  T719E-1 H 211E1  568E2 1.09E1  405ES H 1.01E-1  5.38E-4  J26E3 52265
5 H 1.08E-2 2B9E-3  144E-3  369E-2 L 150E-2 1.26E2 7982 J75E+0 | L 667E-3  245E4  1.05E+0  271EHD
[ H 169E-2  2T9E1 210E-2  GE2ES H 413E-2  ABEAD  IBME3 7ME H 146E-1  5D02E-2 1.2%E1  9B4E3
7 L 749E-2  935E-3 390E-3  G.44E-4 L 62082 790E-2 258E2  290E-3 H 1.18E-2 304E+D  674E1  TIATES
8 H 172E-1  551E1  8.03E+0  152E-3 L 930E-3 33BE1  935E1  G07E4 L 1.23E-2  291E-2  8B5E-2  451E2
9 H  314E-2 222E1 12562 1.31E4 L 12E2 2ME2 9492 112E+0 | L 325E-1  239E-2 1.06E-3 207E+0
10 L 790E-3  266E-f  329E-2 347E+D | H 224E-1 137E-3  9.89E-3  1BOE-} L 1.32E-1  210E-t+  295E+0  B.B7E-2
1 L 230E1 151E-1  430E-2 307E-] H  45fE-2 16BE-2 7.25E-2 1.B2E4 H 501E-2 328Es0 3056-2 3.29E-4
12 H 20262 350E-1 11BE+)  2.9BE-3 H  640E2 151E+0 6456-4 351E4 H 1931 772+ 24381 B22E-3
13 H  1.04E-2 41BE+0 620E+) 4.95E-3 H 1391 3283 7.38E-t  257E3 L 52E3 146E-1  TH4E4  1.24E]
14 Ho 141E2 196E4 20ME+0 443EA4 L 20%-2 9202  283E- 1.88E-1 L 31681 97-2  181E1  342E+0
15 L 6.89E-2 1.72B-1  266E-1 395640 L 111E-2  183E-2 B75E4 591E] L 444E-2  935E-3 20761 1.O1EAD
16 L 300E-2 1101 544E1  T.64E-4 H 21562 1222 2832 6793 H 10461 2M1E.3  579E]  112E3
17 L S58E3 157E-2 180E+0  3.53E-2 H 1.82E-2  645E-3  436E1 26264 L 220E1  AQ0E-1  499E-2  1.45E3
18 L 621E-3  7.70E-3  AS58E-3  1.14E-2 H 1.74E-1  689E+0 6.43E+0 2.54E-4 H 1.61E-2  872&-2 13BE3  316E-3
19 L 878E-3  557E-2  1.84E-3  1.48E-2 L 2931 559E-2 11262 163+ | H 1.58E-1  8.01E-3 2ME3 297E-4
20 L 7.65E-2 1.03E-2 6.66E-2  1.32E-3 L 2.36E1  169E-2 649E1  2.26E3 L 8s6E-2 179E-2  32E-2  1.27E-2
21 L 9.23E-2 250E-2 1803 6.74E+0 | L 1.95E-2  5.24E-2  1.19E+0  B.70E-2 L  5BIE-2 33E-Z TAIET 5574
22 L 804E-2 942E2 150E-1  JA4SE-3 L 2v6E-2 118E1 6.88E4  3.98E1 H  345E-1  809E-2 683E3 5T72E4
23 H 770E-3  578E1 110E-3  4.10E-5 L 5732 201E1 164E-1  3.4E-2 H 17561 1.36E+0 27/E1  6.29E4
2 H  358E1 302E+0 42461  1.28E-3 H  262E-1 753E1 218E+0  1.32E-2 L 274E-1  908E-3  170E-2 T.EG6E4
25 L 2B82E1 1.07E-2  1.ME 1.43E-3 H  299E-2 883-2 189E-2 1.33E-3 H 403E-2 141E-2 734E2 T7.00E3
2% H 160E-2 6.72E-2 8.25E.2  1.05E-4 H  245E-% 7.76E4 835640 1.17E-3 L 206E-2 BOBE-3 1.08E-1 7H4E
7 H  213-2 17TEt1 10E+« 1B1E4 H 706E-2 194E-2 167E-3 2.XE4 H 1.30E-2 196E-2 7.36E-3 T.13E-4
| L 261E1 579E-3 9.06E-2  220E- H 617E3 750E-2 1.08E-3 T7B7E-4 L 5733 3B64E-2  352E+0 222E
2 L 188E-1  206E1  1.56E+)  2.D5E-3 H  361E1 1.21E«0 239E+0  1.75E-2 L 825E3 3INE2 413E+0  1.10E-
30 H 1332 11383 62464  165E2 L 284E-2  57BE 357E+0  1.30E-t L 7.09e-2 20261 56954  9.8BE-]
n L 16361 39E2 1ME2 110E+0 | L 51763 280E2 1.00E-3 6.94E+0 L 290E-2 1931 361E-2 64263
3z L 26762 16461 1.03E1 4B4E-] H  516E-2 6.11E-2  3.88E-2 B.56ES H 23E1  430E3 15763 6513
3 L 144E-2 1.04E1  267E+0  8.06E-3 H {.55E-1 236E-2 5.27E-3  5.60E-5 H  969E-3 1551 1.52E-2 L7463
H L 11381 200E-2 5031  4.21E1 L 112E-1 77263 5.05E+0 1.48E+0 H 270E-2 275E-2 225E+) S.60E4
35 L 351E-2  304E-2  345E-1 9.31E-1 L 473E-2  1.07E-1  AB8E-1 1.96E-3 L 6.94E-3  173E-2  7.0d4E+0 1.83EX0
36 H 325E-2 151E+D 898E4 JT7E-3 H 1.24E-3  B21E-4 19263 151E-2 H 1.11E-t  S8FE-3  536E-2 6.48E.5
ki L 625E-2 220Et 7T44E-3  2.19E-2 L 321E-2 449E-2 5282 8.98E-3 H 151E-1  457E1  248E-3 4T7E4
3B L 1.14E-2  1B7E1 199E1  152E-3 H  735E-3 11362 4.05E+0 1.86E-2 L 1.76E-2 50262 97263 823E2
3 L 12882 1.25E-2 142E+0  4.79E-1 H  204E-2 20561 7.47E4  378E4 H  789E-2 3BSE-1  J49E1  JT72ES
40 H  656E-2 215E+) 21BE-t  T7.35E-3 L 3.65E-2 395E1 353E-2 4.74E-2 H  919E-3 8.32E-4  148E1 1BIE-2
41 L 6D9E-2 184E-2 94663 270E-2 L 343E-2 1.01E-2 1282  4.96E-3 L 2ME+  1.38E1  9.75E+0  2.B3E-3
42 L 551E-3 6.36E-3 224E«0 4.24E-3 L 442E-2  1.10E-1 1.87E1 43341 H  414E-2 JM4E1 210E-2  1.16E4
43 L 208E1 12E1 9B7E4  1.79E-3 L 99E2 121E2 580E4) 354E-3 L  38BE-2 1.31E-2 J40E1  174E-3
a4 H 9.35E-3 211E-3  436Es0 BEGE4 L 5.46E-2  1.T3EA 5.84E.2  B6.24E+0 | H 299E-1  351E1  6.1BE+0  1.30E-2
45 H 1.28E-1  6.20E-4  7.58E-2 9954 H 14061 14882 12063 42263 H  7H0E? 656Es0 1826+0 146E4
46 H 2.26E-2  206E-2 1.07E+0  J.20E-5 L 3891 186E1 3201 B30E3 H 1231 193%F-2 15761 2.04E4
47 L 737E-2 13462 273E-3 B.S9E-2 H  500E-2 638E1 52262 111EQ H 17E-2 1ZE3 391E-3 229E4
48 H 1.22E-2  JME-3  H.46E-3  5.19E-4 H 1.06E-1  401E-3 8223 3IMES L 9.40E-2 27561  B70E-1  3BBEsQ
49 L 1.76E-1  1.18E-2  221E3  3.43E4 H 1.24E-2  117E1 144E+0  1.38E4 H 1.85E-1 148E+0 B31E-3  3166E4
50 L 448E-2 8BSE-2 167E-2  2.85E-3 H 7.30E-2  1.026-3  1.06E+D  4.78E-4 H 544E-3  1.01E+0  1.16E-2  1.38E-]
51 H 12061 3Z7E1  J.4E+0)  1.BGE-2 L 6.90E-2 2.24E-1 58564  3.05E-3 H 161E-1 3T7E-2 BOE+ 6.7BE-S
52 H 207E2 1.19E«0 138E+0 T7.B2E-3 L 97263 110E-2 8.15E+0 1.62E1 H T7T1E3 6.34E3 114E3  347ES
53 H 33262 4T7E-2  55RE-2  5T79E-3 H 585E-3 166E+0 8098E1 5054 L 121E4  685E-2  1.3WELD  250ED
54 H 188E-2 1.24E-2  327E-1 1.B5E-3 L BA4E-Z2  1.52E-1 145E-2  1.63E-2 L 1.56E-2 6.956-3 5BGE-2  3.50E-2
55 L 502E-3 6.82E-3 463E+) 1.54E+0 L 350E-2 241E2 299E+D  3.74E1 H 202E-2  1.68E-1 7.97E-1 1.27E-3
56 H  240E-2 112Es0 137E-2  4.28E-3 H 370E1  183E3 151E3 2084 L 2ME-2 6.ME3 68564  2.66E1
57 H B.94E-3  INEA 7.ITE4 284E4 H 2.79E-1  6.04E-2  252E+0  J.TGE-S L 249E-2 160E-2 141E-2  1.95E4
58 L T2TE-d  3.96E-1 B.OME-2  942EH) H 12061 1.15E41 1.76E-1 1.12E-2 H 1.46E-2 964E+D  954E1  2.86E4
59 L 1.79E-2  4.30E-2  2.54E41 3.83E-1 L S81E-2  370E-2  294E-2 6.22E-1 H 23761  24BE-3 6.B3E-2  S2F4
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1.86E-1  590E-4 3B9E-1  7.65E-5
2951  1.34E1  7.83E-1  1.95E1
1I7E2 32262 610E-2 66263
308E-1  22E3  1IEA) 162E-]
37T3E1 1B9E1 276E-2  366ES
38262  359E1  339E-3  1.46E-1
250E-1 267E+0 58264  541E-3
11264 255E-1  LTBE!  351EA
965E-3 179E-3  TABE4 4 9ES
258E-2 9B4E-2  BAIEI 1.79E-D
S4E1 7B4E-4  265E-3  413E)

IBE-1 L3E1 1B2EL0 T.09E
32362 57E+0  23TE+)  3B4E3
JO6E-2  1H7E3 BB3EY TABED
6.07E-3  2B4E-1  115E+0  4.43E40
2B1E-2  223E-2  1BBE-}]  241E-4
8B1E-3 4.06E-2 6.02E+0 175E-2
1.73E-1  370E-3  105E-2  307E-S
280E-2  1.33E1  T40E-4  2M5E-3
20E-2  1.70E-3 AM9E+0 1.21E-3
3571 254E1 LTSEHD 5T2EHD
1.33E-2 5.89E4 3BOEH)  9.6BE-3

254E-2  5BI9E+D  §O4E1 3.0%E4
6.62E-3 95262 3ASE+D  94VE-2
t3E-2 35362 589E3  316E+D
191E1  2.04E-3  679E3  1.56E-2
7732 ABE2  18E2  TA0E-4
9.18E-3 25162 131E-1 597E-4
871E-3 413640 345E3  762E-3
14761 41562 428E+0  4.33E-3
INE 248E2 225641 1.20E4
140E-2  1.80E-1  T7.39E+0  1.50E-4
53963  S50E-3 22663  1.16E-4
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R R2 R3

(=] = = = = = E (=] E =
ilg s 8 8 3|8 %8 8B EF 21838 §8B :§ %
g5 B = 2 e | B B - = = | % 2 ) 2 =
60 H 540E-2 517E-3  6.63E-3 1.65E-2 H 1.87E-2 22E-3 404E-3  5BBES L 547E-2  1.28E-2 2.37E-2 53361
61 L 416E-2 BA40E-Z 407E-3 1,276+ L 29581 1.45E-2 30ZE-3  4.75E-3 L 885E-2 B.35E-2  4.83E-3 9.88E-3
62 L 1.04E-1 175E-2  B&E7E-1  461EH) L THIES 3154 2.06E-1 7.92E1 L 6.36E-2  5.74E-] 414E1 5.04E-2
63 L 1.7BE-2  6.87E-2 247E-2 9.16E-1 H J.47EA 5.16E-1 6.44E-3 1.41E-3 H 214E-2  5B3E-2 1.23E-3 1.77E-4
64 L 475E-2 2332 B33kEH)  543E-] H 401E-2  $.52E-3 1.34E-2  G.19E-3 L A53E-2 S5D4E-3 261E-2 1.09EHD
B5 H 245E-2  162E-3  TO2EL0 1.03E-2 H 12061 113840 976E+0 BI9ES H 6.32E-3  4.21E1 1.24E-2  4.40E-3
66 H 2.78E-2 7.53E-1 2.36E-3 1.28E-2 H 9.ME-2 BHEX) 7.52E-3 1.99E-3 L 111E-2 4.48E-2 2.94E-1 3.06E-1
67 H 1.51E-1 7.06E-3 3.07E-2 1.ME4 H B.OVE-)  B.J9EL0  21BE-2 4 .60DE-3 L 1.38E-1 1.44E-2 513E+0  1.39E-1
B8 H 1.01E-1 2B7E-2 5.30E-3 1.10E4 L 1.76E-2  7.19E-3 4 (KE-2 7.67E-4 H B93E-2 227E+0 B56E+0  H.29ES
B9 L 1.59E-1 5.13E-2 2.94E-1 1.77E40 L 591E-2 5.5BE-3 4,75E-2 1.26E+0 H 1.85E-2 J.67E+D 1.03E-1 265E-4
70 H J.97E1 4.54E-2 9.89E+0 1.50E-4 L 247E-2 1.54E-1 8.00E-3 3.44E+0 L 1.42e-1 2.96E-1 5.92E-1 BEO0E+D
71 H 591E-2  1.40E-3 1.18E-1 4.00E-4 L 1.80E-1 1.81E-1 232E-2  AT79E-A L 2.59E-1 4.47E-2 472E-3 229E+0
72 L 8.40E-3  1.2BE-2 3B8E-2  319E+) H 240E2  3B4E40  5.51EA 2,754 L 1.09E-2  2.60E-1 1.32E-1 1.28E-1
73 H 2.07E-1 B.84E-1 5.80E-3 1.16E-3 H BI12E-2  1.2E1 201E40  1.22E-2 H 1991 A453E+0 H.24E-4  17BE-3
74 H 8.45E-2  2.58E-3 1.11E-1 9.83E-5 H 1.08E-2 165E-3 4BIEX0  462E-5 L 5O7E-2  4.13E-2 4.08E-3 1.67E-2
75 H 188E-2 5.14E+0 2.32E+0 3.41E-4 L 559E-3  H.68E-2  3.73E-1 1.14E+0 L 4.38E-2 17261 1.26E+)  9.05E-1
76 H 21981  A77E+0 9.97E-3 1.21E-2 H 6,96E-3 7124 1TEEHD  140E-2 L 1.03E-2  343E1 162E-3  4.47E-3
¥id H 6.92E-3 1.71E-2 33BEH)  451E-5 L 3181 3.17E-2 9,98E-2 89.18E1 L 6.26E-2 1.67E-2 2T1E-2  1.38E+0
78 L 5.06E-2  2.B6E-2 1.28E-3  1.17E+D L 2.25E-2  7.ABE-2 J191E1 5.B0E-2 L AME-?2  430E2?2 4TIE4Q  315E-2
79 L 1.22E-1 2.9BE-1 5.20E-4 7.64E-2 L 2.48E-1 6.16E-3 5.25E-4 1.28E-2 L 4T9E-2  3ME 2.99E-2 7.30E-4
80 L 3ME 1.94E-1 5.71E-1 5.74E4 L 105E-2  3.35E-2 2.53E1 1.79e+0 L 8.06E-2  1.08E-1 2B4E-3 6.05E-1
# L 6.74E-3  1.88E-2 1.49E-2 1.86E-2 H J09E-2  335E-2  1.5BE+D 1.99E-2 L 517E-2  1.87E1 6.43E-3 1.90E-2
82 L 1.35E-1 8.01E-2 4 57E-2 2 48E-2 L B.ASE-3  265E-1 3.00e-1 272E-1 L 763E-3  1.15E41 8 62E-1 2.76E+D
B3 H BBIE-2  6.17E+0 T.21E-1 B.19E44 L 1.62E-1 1.01E-1 6.05E-1 2.03E-3 H B.49E-3 6.43€-2 4351 6.65E-4
B4 H 527E-2  5J2E-3 1.68E-1 1.41E-2 L 1B5E-2  2B2E-1 1.30E-3  2609E-2 H 286E-1 512640  2.06E-3 1.36E-4
e5 L 2.3E1 3.48E-2 6.60E-1 B.16E-2 L 2.07TE-1 1.64E-1 2.82E-3 9.85E-4 H J.63E-2  1.50E-2 2.21E1 2.75E-3
B6 H 5.64E-2  5.00E-1 2.28E-2 9,18E-3 L 1.83-1 112E-2 1.30E+0  265E+0 L 448E-2  315E-1 8.30E-2 1.61E-3
87 H 2821 1BOE+D 4.02EH  T12E5 L 1ATE1 2.64E-2 B.58E-2 5.50E-1 L 943 2.03E-2 494E-1 1.43E-1
88 H 4,06E-2  4.20E-2 1.57E-3 1.44E-3 H 3.B3E-2  4B4E3 2.46€-3 1.23E4 H 9h7E-2  1.57E+0 1.91E+0 4.53E-5
89 L 539E-3 8.55E-3 543E+0  1.65E-1 L 1.51E-2  265E-2 143E-3 2.97E-1 H 393E-1 3.06E-1 1.82E-2 481E-3

H H L

L L H

H L H

H H L

H L H

L H H

H H H

L L H

H L H

H H L

H H H

100
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Table A2-5. Step 3 script, executables, input, and output files

File names™’ CMS Library CMS Class
SCRIPT EVAL STZD STEP3.COM LIBPABCOS EVAL ST2D STEP3 V1.0
Input EVAL ST2D PABCO9 STEP3 Rr.INP LIBPABC0Y9 EVAL  PABC09-0
Log EVAL_ST2D_PABCOY STEP3 Rr.LOG LIBPABC09 ST2D  PABC09-0
ALGEBRACDB ALGEBRACDB PA96.EXE LIBALG PA96
input ALG_STZ2D PABCOS.INP LIBPABCOS ST2D PABC09-0
(nput LHS3_ST2D_PABC0S Rr Vvvv.CDE LIBPABC09 ST2D  PABC09-0
Output ALG_ST2D PABCO9 Rr Vvvv.CDB LIBPABCO9 ST2D  PABC09-0
Output ALG_ST2D PABC09 Rr Vvvv.DBG Not kept Not kept
RELATE RELATE PA96.EXE LIBREL
Input REL_STZD_PABCQOS.INP LIBPABCOS ST2D PABC09-0
Input GM STZC PABC09.CDB LIBPABCOS ST2D PABC09-0
Input ALG_ST2D PABCO Q_Rr__VVVV.CDB LIBPABC09ﬁST2D PABC09~0
Output REL_ST2D_PABCO9 Rr Vvvv.CDB LIBPABCO9 ST2D  PABC09-0
Output REL_ST2D_PABC09 Rr Vvvv,DBG Not kept Not kept

1. re(123}

2. wvwv € {001,002,...,100} for each r

A2.5 Step 4 - Tabulation of Mining Factors and Flow-Field Indices

Step 4 is run once per replicate. The Step 4 script fetches all 100 ALGEBRACDB output files produced in
Step 3, then runs SUMMARIZE version 2.20 on them. The Step 4 script, SUMMARIZE executable, script
input and log files as well as the input and output files for SUMMARIZE are shown in Table A2-6.

The SUMMARIZE code is used to construct tables of the uncertain mining factor parameter
CULEBRA:MINP_ FAC and the flow-field index parameter CULEBRA : TRANSIDX (flow-field index =
INT[CULEBRA:TRANSIDX]. These tables are transferred to the WIPP PA Pentium Cluster for use in the
Culebra flow calculations (see Section A1.4). Each table contains four columns: the vector number, time
(not used), MINP_FAC, and TRANSIDX.
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Table A2-6. Step 4 script, executables, input and output files
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File names™

CMS Library

CMS Class

SCRIPT EVAL ST2D_STEP4.COM LIBPABCOY EVAL  GENERIC STEP4 V1.0
Input EVAL,_ST2D_PABCO9 STEP4 Rr.INP LIBPABCO9 EVAL  PABCO9-0
Output SUM1 ST2D PABCO9 Rr.INP LIEPABCO9 STZ2D PABC09-0
Log EVAL_ST2D_PABCO9 STEP4 Rr.1.0G LIBPABCO9 ST2D  PABC09-0
SUMMARIZE SUMMARIZE QA 0220.EXE LIBSUM QAD220
Input SUM1_ST2D PABCO9 Rr.INP LIBPABCO9 ST2D  PABCO9-0
Input ALG_ST2D PABCO9 Rr Vvvy.CDB  LIBPARCO9 ST2D  PABC09-0
Output SUM1 STZD PABCO09 Rr.TBL LIBPABCO% STZD PABCO9-0
Output SUM1 ST2D PABCOY9 Rr.LOG Not kept Not kept
QOutput SUM1_STZD PABRCO9 Rr ERRCR.LOG Not kept Not kept
1. re{1,23}

2. vvv € {001,002, ...,100} for each r

A2.6 Step 5 - Flow-Field Extraction
The rules for converting the MODFLOW output data {(volumetric flux) to SECOTP2D input data {Darcy
velocity) described in Section 4.1.2 were implemented in the Fortran code VTRAN2. VTRAN2 neither
models physical phenomena nor solves differential equations that mode! physical phenomena. Rather,
it is a utility code that processes the output data produced by a modeling code and formats that data for
use in another modeling code. VTRAN2 has been qualified for this analysis per Nuclear Waste
Management Procedure NP 9-1: Analysis (Chavez, 2008). The source code listing, build information, and
verification testing for VTRAN2 are provided in Appendix 3.

The VTRAN2 code takes five command line arguments, four required and one optional. All arguments
are the names of input or output files, descriptions of which follow:

1. emd fileisan input ASCll format command file. The command file describes the MODFLOW
mesh, the SECOTP2D mesh, the x- and y-direction offsets between the two meshes and the
format that was used to write the MODFLOW velocities into the ASCIl budget file {see below).

2. bud fileis aninput ASCIi format MODFLOW budget file containing the volumetric flux values
for each cell in the groundwater flow modeling mesh.

3. trn_ fileis a binary format output file containing the groundwater flow velocities for the
transport domain (including the ghost cells) in the format required by the SECOTP2D transport

code.

4. dbg fileisan output ASCIl format diagnostic/debug file containing information about the
VTRAN2Z run.
5. txt fileisan optional output ASCIl format file containing the same data asthe trn file.

A sampte command line that executes VTRAN2 is shown below:

$ VTRANZ TEST.CMD TEST.BUD TEST.TRN TEST.DBRG TEST.TXT
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The flow-fields obtained from the Culebra flow calculations introduce the concept of mining scenarios
into the transport calculations. The Step 5 script is run once per replicate/mining scenario combination.
The script loops over all 100 flow-field indices in the replicate/scenario combination, using the VIRAN2
utility code to extract the mining-modified Culebra flow-fields (corresponding to the sub-domain used in
the Culebra transport calculations) from the MODFLOW output files. The script, executable, script input
and log files, along with the input and output files for the VTRAN2 utility are shown in Table A2-7.

Table A2-7. Step 5 script, executable, input and output files

File Names™*? CMS Library CMS Class

SCRIPT EVAL STZD STEPS.COM LIBPAEC09 EVAL ST2D STEP5 V1.0
Script Input EVAL STZD_ PABCD 9 STEPS Rr Mm.INP LIEPABCOS EVAL PABC09-0
log EVAL_ST2D_PABC09 STEPS Rr Mm.LOG  LIBPABC09 MF2K  PABC09-0
VTRAN?2 VTRANZ .EXE LIBPABCO 9_MF2K VTRANZ_Vl .1
Input VTRAN2_PABC09 .INP LIBPABCO 9_MF2K FABC0O9-0
input MF2K PABCO9 Rr Mm Ffff.QUT LIBPABC0OY9 MF2K  PABC09-0
Output MF2K_PABC09 Rr Mm Ffff.TRN LIBPABC09 MF2K PABC09-0
Output VIRANZ_ST2D PABCO9 Rr Mm Ffff.DBG Not kept Not kept

1. r€{1,23}

2. mef{f P}

3. fff €{001,002,...,100} for each r and each m

A2.7 Step 6 ~ Transport Calculations

The Step 6 script runs the SECOTP2D suite of codes (PRESECOTP2D version 1.22, SECOTP2D version
1.41A, and POSTSECOTP2D version 1.04) to calculate radionuclide transport through the Culebra. Two
DCL run control scripts are used in Step 6. The master script is invoked once for each replicate/scenario
combination. The master script loops over all 100 vectors for each replicate/scenario combination. For
each vector, the master script performs the following steps:

* Use GROPECDB version 2.12 to extract the value of the CULEBRA : TRANSI DX parameter from
the ALGEBRACDB output file generated in Step 3. The value of this parameter indicates the
flow-field index to use with the vector.

¢ Write input file for slave script

¢  Run the slave script

The slave script then runs PRESECOTP2D, SECOTP2D, and POSTSECOTP2D for that vector. Both the
master and the slave scripts produce log files to record their actions. In the paragraphs that follow, the
input and output files for the generic case are described, then the procedure followed to re-run certain
replicate/scenario/vector combinations with a modified PRESECOTP2D input file to overcome numerical
stability problems is described.
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Table A2-B. Step 6 script, executables, input and output files (general case)
File Names">*** CMS Library CMS Class

MASTER SCRIPT  EVAL ST2D_STEP6 MASTER.COM LIBPABC0O9 EVAL ST2D STEP§ V1.0
Input EVAL STZD PABCO S_STEP6_Rr Mm.INP LIBPABCOY9 EVAL PABCOS-0
Log EVAL STZD_PABC0OS STEP6_Rr Mm,LOG LIBPABCOY ST2D PABC0S5-0
SLAVE SCRIPT EVAL_ST2D STEPé_MASTER.COM LIBPABCO9 EVAL ST2D STEP6 V1.0
Log EVAL ST2D_PABC0% STEP6_Rr Mm Vvvv,LOG LIBPABCOS_ST2D PABCOY%-0
GROPECDB GROPECDB_PA96.EXE LIBGR PRY96
Input GROPE_3TzD PABCOS, INP LIBPABCOS STZ2D PABCOS9-0
Input ALG_ST2D_PABC09 Rr Vvvy.CDB LIBPABCO9 ST2D PABC09-0
Qutput GROFE_ST2D PABC0O9 Rr Mm Vvvy,TXT Not kept Not kept
PRESECOTP2D PRESECOTPZD_QA0122 .EXE LIBST2D QADL122
Input ST2D1_PABCO09.INP LIBPABCO% ST2ZD PABCOS8-0
Input REL_STz2D_ PABCO9 Rr Vvvv.CDB LIBPABC0O9 STZ2D FPABCO03-0
Input MF2K_PABCOS Rr Mm FEff.TEN LIBPABCO9 MFZK TPABCO9-0
Output STZD2_PABC(0% Rr Mm Vvvv.INF Not kept Not kept
Output ST2D1_PABCO9_Rr Mm Vvvv, PRP Not kept Not kept
Output STZD1 FABCO9_Rr Mm Vvvv.VEL Not kept Not kept
Output ST2D1_FABCO9 Rr Mm Vvvv.DBG Not kept Not kept
SECOTP2D SECOTP2D QAO141A.EXE LIBST2D QAO141A
Input STZDZ_PABCO9_Rr Mm Vvvv.INP Not kept Not kept
Input ST2D1 PABCOY Rr Mm Vwvvy.PRP Not kept Not kept
Input ST2D1_PABCCY9 Rr Mm Vvvv.VEL Not kept Not kept
Output §TZD2_PABCO9_Rr Mm Vvvv.BIN Not kept Not kept
Output §T2D2_PABC0% Rr Mm Vvvv.DBG Not kept Not kept
POSTSECOTP2D FOSTSECOTP2ZD QAC104.EXE LIBST2D QAD104
Input ST2D2_PABCOS_Rr Mm Vvvv.BIN Not kept Not kept
Input REL ST2D PABC0S Rr Vvvv.CDB LIBPABC09 ST2D PABC09-0
Output ST2D3_PABCOY9_Rr Mm Vvvv.CDB LIBPARC(O9 STZL PABCO9-0
Output 5T2D3_PABCOS Rr Mm Vvvv.DBG LIBPABCOS ST2D FPABC09-0

1. re(1,23}

2. mefF.pP}

3. Fff €{001,002,..,100} foreachm

4. wwv € {001,002,...,100} foreachm

5. flow-field index matched with number through the TRANSIDX parameter for each vector

In the few instances where SECOTP2D failed due to numerical instability using the generic numerical
control parameters, a new PRESECOTP2D input file was submitted by the analyst and the case was re-
run in a manner similar to that described above. In order to track these cases, a special tag {“MOD")
was inserted into the PRESECOTP2D input file name, as well as the master script input file and log file
names. The vectors for each combination of replicate and mining scenario that required modified
PRESECOTP2D input files are shown in Table A2-9. The modified file names for each vector are shown in
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Table A2-10. Other files have the same names as for the generic case. Files in the libraries from the
previous runs were replaced with files from the re-run.

Table A2-9. 5tep 6 modified input runs

Full Mining {MF)  Partial Mining (MP)

Rl 6, 35,63, 65, 88,95 46, 88
R2 - 2,9, 26,27,40,99
R3 49 32,52,53,69

Table A2-1D. Step 6 madified input run file names

File Names™™>’ CMS tibrary CMS Class

MASTER SCRIPT
Input EVAL_ST2D_PABC09 STEP6_Rr Mm Vvvv_MOD.INP LIBPABCO9_ EVAL PABC09-0
Log EVAL ST20_PABCO9_STEP6é Rr Mm Vvvv_MOD.LOG LIBPABCO9_ST2D PABC09-0
PRESECOTP2D
Input STZD1 PABC(QY9 Rr Vwvvv.INE LIBPABCO9 ST2D PABC09-0

1. re{1,23}

2. me(FP}

3. wvvr € {001,002, ...,100} for each m



Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Calculations
Page 100 of 139

Appendix 3 VTRAN2 Utility

This appendix provides the source listing, build information, and a summary of testing for the Fortran
utility code VTRANZ. VTRAN2 was originally written for PABC-2004 {Lowry and Kanney, 2005) and was
used to extract the groundwater flow velocity data from ASCII versions of the MODFLOW celi-by-cell
flow budget files (see Sections 4.1.1 and A2.6). The VTRAN source code and input files were trivially
changed from PABC-2004 to accommodate a MODFLOW grid 568 elements wide (previously 448
elements).

A3.1 VTRAN2Z Build Info
The Fortran source code file for the VTRANZ utility (VTRANZ . F) is shown in Table A3-1. This file is
archived in CMS library LIBPABC09_MF2K, class VTRAN2 V1.1 on the WIPP PA Alpha Cluster.

Table A3-1. VTRANZ . F source listing

PROGRAM VTRAN

rrowmf - number of rows cells in the mf2k grid
neolmf - number of columns in the mfZk grid

ned - number of cells in x-direction in the st2d grid
ney - nunbker of cells in y-direction in the st2d grid

ishftx - % oifset of transport domair (# of cells in ool directicn)
ighfty - y oifsel of transpcrt domain (% of cells in row directicn}

[pErNeNeNsNeNsNo NN NaNS]

PARPMETER (nfmat = 2, mxfile=5)

CHARACTER*B0 author, date, title

CHARACTER*80 Filermimxfile)

CHARACTER*B0 fmat (nfmat), rdfmat

CHARACTER¥BU frnmcmd, frnmbud, fnmtrn, fnmdbg, fnmvel

INTEGER ilerr

INTEGER lunscr, iuncmd, iunbud, ifuntrn, iundbg, iunvel
INTEGER nfiles, nfiler

INTEGER nrowmf, ncolmf, nck, ncy

INTEGER istart, ishift, jstart, jshift

INTEGER match, irdfme

DOUBLE PRECISICN time

DOUBLE PRECTSICON ayz_inv, axz inv, dx, dy, dz

DOUELE PRECTSION, ALLOCATABLE :: gxin(:,:), gyin{:,:}
DOUBLE PRECTSION, ALLOCATABLE :: guout(:,:], gyout(:,:)

LOGICAL wrkvel

C..... Agsign file unit numbers
nfiles = 5

iunser = 6
iuncmd
lunbud =
iunkrn
iundbg
innvel =

n
—
-

Eonono
[
i

Covinn Valid budgetr file inpub formats
[ modified these forral statements to accommidate the 2009PARC
C MCDFLOW model which was bigger than the previous 448 width

fmat {1}
fmat (2)

' (568e2l6.8)
' (G6Be24.16) "
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C __________________________________________
oo Process command line {get file rames)
C __________________________________________
z WRITE (iunscr, *] 'VIRAN »» Zrocessing command line’
SR Reguired args (1-4) are Znmcomd, fnmbud, fnmtrn, frmdbg
Coonn. Opticnal arc (5] is fnmvel
CALL filemdlin( nfiles, nfiler, Filenm }
C write(iunscr,*) 'afiler = ', nfiler
IF | nfiler .GT. nfiles ) THEN
CALL QAABRCHT( ‘'VTRAN>> Too many command line arguments')
ELSE
IF { nfiler .LT. nfiles-1 ) THEN
CALL QARBORT{ 'VTRAN>> Too few command line arguments®}
ENDIF
ENDIF
frimemd = filenm(l}
fnmbud = filenm(2}
frimtrn = filenm (3}
frimdbg = filenm(4}
IF {nfiler .eq, nfiles } THEN
wrtvel = ,true,
fnmvel = filenm(h)
ELSE
wrtvel = ,false,
fnmvel = 'None®
ENDIF
C wrike{iunscr, ) iz ', fnmomd
C Write(iunscr, *) is ', fnmboud
C write{lunscr,*) is ', fomtrn
C write(ilunscr,*) is ', fnmdbg
C write{lunscr,*) 'fnmvel is ', fnovel

C,....Cpen Diagnostice/Debug file

CGPEN |UNMIT=iundbg, FILE=fnmdbg, STATUS='UNKNCWN', ICSTAT-ierr)
IF ( ierr .NE. U | THEN
CALL QAABORT ('Error opening command file')

ENDIF
c _________________________
Coo... Frocess command fila
C _________________________
c WETTE{iunscr,*} °"VTHAN »> Procsssing command £ils!
C..o.-. Cpen command file

CPEN [UNIT=iuncmd, FILE=fnmcmd, STATUS='OLD',
+ ASADONLY, IOSTAT=lerr)
IF ( ierr .NE. 0 | THEN
WRITE (iundkg,*) *Error opening command Lile!
CALL QARRBCORT ('Error opening command £ilet*)
ENDIF

C..ia.head from commernd file

REARD {iuncmd, *)

READ l!iunemd, 10} authsr

READ {iuncamd, *)

READ fiuncmd, 10} date

READ {iuncmd, *)

READ liuncmd, 10} title

READ ({iuncmd, *)

READ (iuncmd, 10} rdfmat

READ {iuncmd, *)

REARD (iuncmd, *} iscrn

READ {iuncmd, *)

READ (iuncmd, *) ncolmf, nrowmf
READ ({iuncmd, *)

READ (iuncmd, *) 3shftx, ishfty, nex, ncy
READ ({iuncmd, *)

READ (iuncmd, *) dx, dy, dz
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FORMAT (AH0)

FORMAT (3e01.3}
Close command File
CLOSE {UNIT=iuncmd, STATUS='KEEP'

Send diagnostic cuput D¢ screen or to debug file

IF {iscrn ,EQ, 0 } THEN
iunscr = iundbg
ENDIF
Echo input
WRITE (iunscr,20) fnmemd, fnmbud, Enmtrn, fnmdbg,

FORMAT (1X, “command file =
1¥, 'budget file =
1¥, '(binary) wvelocity transfer file =
X, 'diagnostic/debug file =
iX, 'lascil) velocity outpuk file =

1
' ABDS
' ABD
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fmvel

ABO/
ARG/
ARO/

WRITE {iunscr, 50) author, date, title, rdfmat
WRITE (iunsdcr, 100} iscrn, ncelmf, nrowmf,
jshftx, ishfty, ncx, ncy,
dx, dy, dz
FORMAT {1¥, ' author = ' A8S0G/S
1%, " date = ',ABC/
1X, ' titie = ',A30/
1%, " format = ', A8Q
}
FORMAT (1¥," iscrn = ',i% /
1%, " ncolmf = ",i% /
1¥, " nrowmf = ',i% /
1, ' jshfrx = ',i5 /
1%, " ishrty r,i5 /
1¥, " nox = ",i5 /
1%, " ney = ",1i5 /
1%, " dx = ",el0.4 /
1%, ' dy = ",el0.4 /
1¥, ' dz = ',el0.4
1
Assign correct format numzer
irdimt = 0
match = 0
DO i=1,nfmat
IF{ LLE(rdfmat, fmat{i}) .AND. LLE{fmat (i), rdfmat)} THEN
irdfmt = 1
match = 1
ENDIF
ENDDO
IF ( match .ne.l ) THEN
WRITE {iuvnscr,*) 'Invalid input format'
CALL QAABORT {'Invalid input format')
ENDIF

WRITE (iunscr,15d) irdfmt, rdfmat
FORMAT (1X, 'Using input formak {',i2,

') = ',ABO)

Sanity chaeck. Since ghost cells are added, we must have:

Jshftx == 1 and ishifty »= noytl

IF { jshftx ,LT. 1 ) THEN
WRITE {iunscr, *} 'Invalid jshftx value'
CALL QAABORT ('Invalid jshftx value’)
ENDIF
IF { ishfty .LT. (ncy+l) | THEN
'Invalid isnfty value'
('Invalid ishfty value')

WRITE{iunacr, *})
CALL QAABORT
ENDIF
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Coow MEZK grid is {l:incolmf, l:arowesf),

CuevsGhost cells placed arcend transport domain, so STZD grid is
SN (O:ncx, 0:ncy). Thus gxout and gyout are padded te account for
Cuvann reguired ghost cells

ALLOCATE ( gxin(l:ncolmf,l:nrowmf),
ayin(l:ncolmf, 1l:nrownf),
grout (Oinox+l, Oincy+1),
qyout {0incx+1,0incy+1),
STAT=lerr }

+ o+ o+

IF ( ierr .NE. O } THEN
WRITE (lunscr,*} 'Error allocating memory'
CALL QARBORT ('Error allocating memory')

ENDIF
C ____________________
C..,..Read budget file
C ______________________
WRITE (iunscr,*}) 'VTRAN >> Reading budget file'
OFEN (UNIT=iunbud, FILE=fnmbud, FORM='FORMATTIED',
: STATUS="0LD', IOSTAT=ierr}
IF | ierr .ME. 0 )} THEN
WRITE (iunscr, *} 'Error opening budget file'
CALL QAMBORT {'Error opening bndget file')
ENDIE
DO 1=1.nrowmft
RERD (iunbud, rdfmat) (qxinti,i),i=1,ncolmE)
END DG
READ {iunkud, *}
DO i=1, nrowmf
READ (iunbud, rdfmat) (gyin(j,i),j=1,ncolmf)
END DO
T, Close budget file
CLOSE (UNIT=iunbud, STATUS='KEEF')
| Budget file contains volume fluxes, 3o must divide
| RN by area of cell face parpendicular bo ow direction

C..vv i to get spaciile discharge f(daray velocity)
Co....¥ divecticn

ayz_inv = 1.d0/ [dy*dz)
DO i=1,nrowmf
DO j=1,ncolmf
grin(j,1) = gxin(j,i) * ayz_inv
END DO
END DQ

Couunn Y directicn

axz_inv = 1.d0/ (dx*dz)
DO i=1,nrowmf
DO j=1,ncolmf
gyinfj,i) = gyin(j,i} * axz_inv

END DO
ERD DQ
e
C.....Process velocities
e e e e e -
WRITE {iunscr,*) ‘VTRAN >> Processing velocities®
C..., ,Now grab wvelocities for internal ¢eils and ghost cells.
C.o.evbet (1,m} be indices of the 3720 ¢rid cells, ranging frem O:ncx+l
C..vvhand Oimeyrl, repsectively. We must compute the ccrresponding
C...  MEZK indices. The computed mf?k indices musl account for:
Cvevvy 1) The offset of the STED grid origin
C...ovv 23 The opposalbe sensae of the y-coord In bthe two mezhes
C....y 27 5TZD face-centerad velocitios of & given cell are defined
Coavnn at the tralling edges of cells (defined according te sense of
Conenn the ST2ZD axas} while the MFZKE face-centered velocities are
Conens defined at the "right" and "Front" [laces of the cell.
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DO m=0,ncy+l
DO 1=0,ncx+l
j = 9shftx + L
i = ishfty 1 -m
{
{

+

quout(l,m] = qxin{j-1,1i)
gyout(l,m) = qyin{j,1i}
END DO
END DO

For 572D, face centered velocities defined at <railing edges
¢ cells. Ghost cells are placed arcund the computaticonal domain,
out cells on left and bottom do not have defined welocities asscociated
with them. Corsider the x-dimension with limits {0,x3], with nex
regular cells and & ghost cell on each side of the domain. Then
u{d,m} is not defined,
wi{l,m) = u at =x=0, and
wincx+l, my = v at =1
Similarly, Censider the y-dimension with limits 10.y1], with ncm
raguiar cells and a ghost cell on 2zch side of the domain. Tren
wi{.,0) is not definead,
v(.,1) = v at y=0, and
vil,ncy+l) = v oat oyl

GOoOO0O00000O0O000

C.....2ero oubl the undefined components

DO m=0,ncy+1
gxout (0,m) = 0.D0
ZND DC

DO 1=0,ncx+1
gyout (1,0} = 0,00
BND 00

S Change sign of y-velocities. Modlfow convention is that
[S Flew is positive in direction of increasing row nombers.
Coanns Buz row numbers increase in negative y-direction.

DO m=0,ncy+l
DG 1=0,ncx+1
gycut (1l,m) = -gyout{l,m)
END DO
END DO

Co.... Write velocity transfer file
Cmmmmm e —————— .

WRITE (iunscr, *) *VTRAN »> Writing velocity transfer file'
C.....0pen the file

OPEN (UNIT=iuntrn, FILE=frnmtrn, FORMs='UNFORMATTEL',
- STATUGS="UNKNOWN', IOSTAT=ierr)
IF { ierr ,NE, O ) THEN
WRITE {iunscr,*) 'Error opening velocity transfer file
CALL QARBORT ("Error cpening velocity transfer file')

ENDIF
[ Write the following line because sf2d wrote it and
[ st24l expects it [but does not use them!

time = 0.d0

WRITE {iunttn) ncx, ncy, time

Coo... Wrice veloci s to oubput file, Include the undefined
Coo... components, since 5TZD1 expects them, (ST2D1 reads
C.....them in, but does not write them to the velocity file
C..... it passes to STZDZ)

woubil,my, 1=0,ncx+1),.m=C,ncy+l )

WRITE (funten) ( ( a
{ gyoutil,m), 1=0,ncx+l),m=0C,ncy+l )

WRITE (iuntrn) ¢
C.ovvaCiose output file

CLOSE {(UNIT=iuntrn, STATUS='KEEP')

IF ( wrtvel ) THEN
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WRITE{iunscr, *} 'VTRAN »> Writing ascii velocity ocutput file'

Coooo. Open the file
C OPEN (UN1l7=iunvel, FILE=frmvel, FOR¥='FORMATIEDT,
[ + STATUS="'UNEMOWN"®, TOSTAT=1ierr)

irecl = 56B*[23+1)
CPEN (UNIT=iunvel, FILE=fnmwvel, FORM='FORMATTED®,
+ STATUS="UNKNOWN' , RECL=irecl, I0STAT=ierr)

IF ( ierr .NE, 0 } THEN
WRITE {iunscr, *) 'Error opening ascii wvelocity output file'
CALL QAMBORT {'Erreor opening ascli velccity cubpuit fila")

ENDIF
Convn Write the following _ine because sf2d wrote it and
Covnn st2dl expecls it (but does not use them)

time = 0.dD

WRITE (lunvel,200) necx, ncy, time
200 FORMAT (1x,2(i5,2x),el6.8)

(oI Write velocities to cubput file
o changed implied do-loops wo one explicit, ore implied
C and added 3 blank line betweon the arrays for easler reading
c
DO m=0,ncy+l
WRITE (iunvel,rdfmat) [ gxout{l,m), 1=0,ncx+l)
enddo

write(iunvel,*) ' '
do m=0,ncy+l

WRITE {iunvel, rdfmat) { qyout{l,m}, 1=0,ncx+l)
enddo
Coooa. Close cukput tile

CLOSE (UNIT=iunvel, STATUS='KEEF')

ENDIF

Clmm

Civann Clean up

C _____________
WRITE (iunscr, *) 'VTRAN »> Cleaning up'
DEALLGCATE (qrin, grout, gyin, gyout)
WRITE (iunscr,*) "VITRAN >> Normal Completion'
CLOSE (UNIT=iundbg, STATUS='KEEP')

C Signal normal complecion

STCOP 'VTRAN »>» Normzal Completion®
END

The VTRAN2 utility was compiled using the compile and link commands listed in Table A 3-2. The files
and storage locations associated with building the VTRANZ utility are given in Table A3-3.

Table A 3-2. VTRAN2 VMS build and link commands

5 F90 /DEBUG/NOOPTIMIZE VTRANZ.F
$ LINK /EXEC=VTRAN2.EXE VTRAN2.OBJ, CAMCON LIB/LIB, CAMSUPES LIB/LIB

Table A3-3. VTRANZ build info

Description File CMS Library CMS Class
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Source code VTRAN2.F LIBPABRCO9 MF2K VTRAN2 V1.1
VTRAN2 executable VTRANZ .EXE LIBPABC09 MF2K  VTRANZ V1.1

A3.2 VTRAN2Z Verification

Test cases for the VTRAN2 utility were slightly modified from those developed for Lowry and Kanney
(2005} and executed by the Run Control Coordinator. The executable and input/output files used for the
test are shown in Table A3-4.

Table A3-4. YTRAN2Z test files

Description

File

CMS Library

CMS Class

VTRAN2Z executable

VTRANZ .EXE

LIBPRBCOY MF2K

VTRANZ V1.1

Test1

Input command file VTRAN_TEST_1.CMD LIBPABCO9_MF2K VTRANZ2 V1.1
Input budget file VTRAN TEST 1.BUD LIBPABCO9 MF2K VTRANZ V1.1
Output binary velocity file ~ VTRAN_TEST_1.TRN LIBPABCO9_MF2K VTRAN2 V1.1
Output ASCII velocity file VTRAN_TEST_1.VEL LIBERBCOY MF2K VTRAN2 V1.1
Output debug file VTRAN_TEST_1.DBG LIBPABCO9_MF2K VTRANZ V1.1
Test 2

Input command file VTRAN TEST 2.CMD LIBPABCO9_MF2K VTRAN2 V1.1
Input budget file VTRAN TEST 2.BUD LIBPABCUY MF2K VTRANZ V1.1
Output binary velocity file ~ VTRAN TEST 2.TRN LIBPABCO9 MF2K VTRAN2 V1.1
Output ASCII velocity file VTRAKN_TEST 2.VEL LIBPARCO9_MF2K VTRAN2 V1.1
Output debug fite VTRAN_TEST_ 2.DBG LIBPABCO9 MF2K VTRAN2_V1.1

The VTRANZ utility code was verified using two test cases. Case 1 demonstrates the conversion of
volumetric flux to Darcy velocities, the sign change of the y-direction velocities, and the inclusion of
ghost nodes. Case 2 demonstrates that the indexing selects the correct subregion.

Both test cases use the mesh layout shown in Figure A3-1. The volume fluxes are specified on the 10x15
cell mesh. The 4x3 cell sub-region outlined in red represents the transport domain. The dashed lines
indicate the ghost nodes. We run VTRAN2 such that it writes the output in both ASCII and binary
format, so we can visually inspect the ASCII file to verify the results.

A3.2.1 VITRANZ Verification Test Case 1

In this test we use a uniform volume flux (@, = @, = 1), and choose dx = 1, and dy = dz = 2 in the
VTRAN2 command file such that A, = 4 and A, = 2. Thus, for the transport mesh, we will have

u = 0.25 and v = 0.5 for all cell faces except for the left and bottom boundaries. u = 0 at the left
boundary and v = 0 at the bottom because the respective velocity at these faces is undefined in the
SECOTP2D convention.

The command file (VTRANZ TEST 1.CMD), and the budget file (VTRAN2 TEST_1.BUD}are shown
in Table A3-5 and Table A3-6, respectively. Running VTRAN2 with these input files produces the ASCII
velocity file (VTRAN2_TEST_1.VEL) and the diagnostic file (VTRAN2 TEST_1.DBG) shown in Table
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A3-7 and Table A3-8, respectively. We note that u and v are 0.25 and —0.5, as expected. We also note
that the 4x3 cell transport domain has been appropriately padded with ghost cells to make a 6x5 array
for each velocity component.
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Figure A3-1. Mesh for VTRAN2 verification
Table A3-5. VTRAN2 TEST 1.CMD
* author
Joseph F. Kanney
* date
2003.,09.24
* title
vtranZ test 1
* input formalt type
(56Bel6.8)
* isgrn > 0 will print to screen, ctherwise to dbg file
0
* ncol nrow
10 15
* jshftx ishfty ncx ncy

37 43
* dx dy dz {3el0.3)
1.000E+00 2.000E+00 2.000FE+00
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Table A3-6. VTRANZ _TEST_ 1.BUD

- 1G0OOCJ0E+D]Y 0. 10000000E+01 0. 10000000E+01
. 10000000E+DY 0.10000000E+01 0. L00G0000E+GT

0 o 100D00Q0E+OL 0. 10GOGDO0E+DY 0.10000000E+01 0.10000000E+01 0.1000000¢E+01 O.10000000E+01 0, 1000000DE+0L
q a

4.10000000E+01 0. 10000000E+01 O.10000000E4GT

q Q

4 a

-1R00OOA0E+DL 0. 10000000E401 Q.30000000E401 0.10000000E+01 €, LOQGONGOOE+DL 0.10000000E+01 0, LODROD0DE+RT
-100000C0E401 0. 100000008401 0.10000000E401 0.100G0000E+01 €, LO0OAGOOE+NL 0.10000000E+01 0, 1000000DE+GL
< 10000000E+0L 0.100000C0E+0L 0.100GO000E+0L 0.100000G0E+0L 0.100000045+00 0. 100006008401 O.10000C00E+0L 0,10000000E+01 4,100000008+01 4, 1DDOQOODESGL

i}
o
]
o
- L0000000E+0] 0. 100000C0E+01 0.10000000E+01 0.10000000E+01 0, 100000005+01 0. 10000000E+01 0.10000000E+01 0,10000000E+01 0.10000000E+D1 0. iD00Q0O0DE+GL
5. 10000000E+01 0, 100000G0E+01 0. 10000000E+0L 0.10000020E+0L Q,10000000E+01 0, 10000000E+01 3.10000000E+01 0.10000000E+01 §,10000000E+01 0. 10000C00E+01
0.100000D0E+01 0, 10000000E+01 O, 10000000E+01 0, 1000G000B+0) 9,10000000E+01 €. 10000000E+01 4. I00000G0E+0L 0. 1OGEOC0E+01 . 20000000 +D1 0. 10000000E+D1
0.10000000E+01 Q.10000000E+01 9,10000000E+01 ¢, 10000000E+01 4.10000600B+01 2. 10000000E+01 6.10C00D00E+01 0. I0000000E+01 0.12000000E+01 0. 10000000E+0L
0.10000000E+01 0.10000000F+Q1 0,10G000GQE+01 0, 10000000E+01 3.10000000E+01 0.10000000E+01 0.1LAOCO0000E+OL 0. i8000000DE+0L 0.100000002401 0. 10000000E+01
0.1000000GE+0L 0. 1900000001 N.10000000E+0] 0. 10000000E4+01 0 1000000CE+01 0. 100000)0E+01L
L]
Q
[H
0
0

o
1]
D.14000000E+01 0-1000000DE+Q1 D.13000000E+DL a
0. 10040000E+01 0. 20000000401 0.1000D000E+01 0.1C0D00QDEHOL 0. 1000Q000E+01 0. 10000000E+0L 0. 10000000E+0] 0,10000000E+01 0. 1000G000DE+O]
0
0
0
o

- 10000000E+01
1000GQ00E+0L
0. 10000000E+01 0. 10000000E+01 0.10000000E+01 10000000E+01 (. 100AC000E+DL
G.10000000E+01 0. L00O0000E+JL 0.10000000E+01
0.10000000E+DL O, 1000CO00E+0I 0.1J0000000E+QL

0.10000000E+0DL 0. 10000000E+0% 0, 10000000801

- 1000000040 0.1C0000G0E+OL 0. 10000000E44L 0.100000C0E+0L 0. 1000Q0J0E+CL 0,
L 10000C00E+0L 0. L0000020E+OL 0.10000000E+QL 0.100Q0000E+0L 0. 10000000E+01 0,10000000E+01 0.1000000E+01
. L 1000DD0GOE+DL 0. 1000C000E+0L

L 100D0000E+0L 4. 1000C000E+0L

LO000000E+E: 0.10000000E+0L 0.10C00000E+0L 0,10000000E+01 0. 10000000E+0L
LO00OGO0E+DL 0,.10000000E+01 0,10000000E+02 0,10000000E+01 0. 1000G000E+CL

0.10000000E401 Q.10000000E40] 0,1000000CE+01 0, 10000000E+C] 0.100000C0E+QL 0.10000000E+02 D, 1¢000000E+01 0. 10000000E40
2.100000G0E401 $.10000000E+0] 0, 100000G0E+01 0.1000000DE+0L 0. 10000000E+Q1 0.10000000E+01 0,10030000E401 4. 10000000E4DY
9.1000d060E+01 0. 10000000E+01 0. 10000000E4+01 4. 1000Q000E+01 0. 10000000E+01 0.10000000E4+01 0.10000000E8+01 §. 10000000E+01
0,10000000E+01 ¢.10000J000E+01 0. 1G000C00E+01 0.10000000E+01 0. 10000000E401 0.160C0000E+0L 0.10000000E+01 0. 10000000E+01
0,10000000E+01 0. 100C0000E+01 0. 10000000E+01 0.10000000E+01 Q. 10000000E+01 0.10000000E+01 Q,10000000E+01 G.10000000E+01 10000000E401 0. 10000000E+01
0140000005401 0. 10000000E+01 £, 10000000E+01 0.10Q0C000E+01 0. 10000000E+0L O, 100C0000E+01 0.1000000C0E+01 0. 10000000F+01 1000GA00E+0L 0.10000000E+01

0.10000000E+01 0. 10GODDDOE+DL
0.
0.
0.
0.
0.
0.1G000000E+01 0.10000000E+01 €.10000000E+01 0. 10000030E+01 O, 10000000E+01 0,10000%00E+01 0.10000000E+01 0.10000000F+01 0.100000G0E+01 0. 10000000E+01
0.
0
[}
0
0.
0
a.

10000000E+01 0. 10000000E+01
10000000E+01 0. 10000000E+01
10000Q00E+0Y G.10000000E+01

0.10000000E+01 0.10Q00000E+01 0. 10000000E+01 0.100400000E+01 0.10000000E+01 0,10000000E+01 6. 10000000E+01 0.10000000E+01 0. 10000000E+01 0, 10030000E+01
0.10000000E+01 0.10000000E+01 §.10D00000E+01 0-10000006E+0L 0. 10000000E+01 5.10000000F+01 0. 10000000E40L 0. 1G000000E+0L 0. LOOUQHOUE+DL 0.10000000E+01
0.10000000E+01 0.10000000E+01 0. LODOOOOOE+0L 0.100Q0000E+01 0. 10000000R+01 D.10800000E+01 0. 100000Q0E+0L 0. 10000000E+0L 0, 10000000401 0,10000000E+01
0.10000000E+01 0.10000000E+01 0.10000000E+01 0. LBOGOOOGE+OL 0. LO00QOO0ER)L 0.10000DO0EFOL 0. 10000000E+0L 0. 10000000E+0L 0.19000000E+01 0.10050000E+01
¢.10000000E+01 0.10000000E+01 0. L0000000E+0L O.10000000E+01 0. 10000C00E401 0.10000060E401 0. 10000080E+01 0.1000Q0G0E+0] 0.10000000E+01 ©.10000000E4D1L
G,10000G00E+01 0.10000000E+01 0. 10000000E+01 0. 10000000E+IL 0, L000Q000E+0L 0.10000000E+01 0, LODOOOLOE+0L O0.100000C0E+01 0, 1000Q00JE+01 0.10000000E+0L
¢, 1000DGF0E+01 0,10003000E+01 0. 19000000E+0L 0. 10Q00000E+IL 0, 2000G000E+0L 0,10000000E+01 €. 1000A0N0E+A] 0.100000G0E+01 0. 100000006401 C.10000000E+01
0.10000020E+01 0.10000000E+01 0.10000000E+01 0,10000D00E+D1 0. 10000000E+0 0,10000000E+01 0.10000000E+01 0.1000Q000E+01 0. 210000000E+01 O.10000000E+01

Table A3-7. VTRANZ_TEST_1.VEL

1 3 0.00000000E+00
0.0000GO00E+Q0  0.2500000D0E+00 0.2500G0000E+00 0.250000008+00 0.25000000E+00 0.25000000E+00
0.00000000E+00  0.25000000E+00 0.25000000E+00 0.250000008+00 0.25000000E+00 (0.25000000E+00
0.00000000E+00  0.25000000E+00 0.25000000E+00 (Q.25000000E+00 0.25000000E+00 0,250C00000E+00
0.00000000E+00  ©.25000000E+00 0.25000000E+00 (0.25000000E+C0 0.25000000E+00 (0.250000C00E+00
0.00000000E+0G  ©.25000000E+00 0.2500C000E+00 0.25000000E+C0  0.25000000E+00 Q.25000000E+00
0.00000GC00E+00  0.000000CO0E+00  0.00000000E+0Q0  0.00000C00E+C0  0.0GO0OD00CE+00  Q.00000000E+00
—0.50000000E+00 -0.50000000E+00 -0.50000000E4+00 -0.50000000E+00 -0.5C000000E+00 -0.50000000E+00
—-0.50000000E+00 -0.50000000E+00 -0.50000000E4+00 -0.50000000E+00 -0.30000000E+00 -0,50000000E+00
—-0.50000000E+0Q -0.50000000E+00 ~0.50000600E+00 -0.50000000E+0G -0.50000000E+00 ~0,50000000B+00
—~0.500000C0E+00 -0.5000000CE+D0 —(.50000000E+Q0 -0.50000000E+00 -0.50000000E+00 —C.50000000E+00

Table A3-8. VTRAN3 TEST 1.DBG

command f
budgetr fi

{binary) veleocity transfer file

ile
le

I

It

VTRANZ_TEST_1.CMD
YTRANZ_TEST_1.BUD
YTRAN?_TEST_1.TRN

diagnostic/debug file = VTRAMZ TE3T_1.DBEG
fascii) wvelocity output file = YTRANZ_TEST_1.VEL
author = Joseph F. Kanney

date = 2003.08.24

titie = vtrani test 1

format = (368el6.8)

iscrn = 0

ncolmf = 10

nrowmf = 15

jshftx = 3

ishfty - 7

oK = 4

ncy 3

dx = 0.,1000E+01

dy = 0,2000E+01

dz = 0.2000E+01
Using input format ( 1) = (568el6.8)
VTRAN >» Reading budget file
VTRAN »>» Processing velocities
VTRAN >» Writing velocity transfer file
VTRAN »» Writing ascii wvelocity output file
VTRAN >» Cleaning up
VTRAN »>> Normal Completion

A3.2.2 VTRANZ Verification Test Case 2

in this test, we specify a synthetic volume flux field on the 10x15 mesh such that the modulus of the
velocity component equals the row number and the fractional part equals the colunn number. Thus the
cell number is embedded in the value of the flux component. We then specify dx = dy = dz = 1in the
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VTRAN2 command file. In this way, we can visually inspect the velocity file to verify that the correct row
and column indices are extracted.

The command file (VTRAN2_TEST_2.CMD), and the budget file (VTRAN2_TEST_2.BUD) are shown
in Table A3-9 and Table A3-10, respectively. Running VTRAN2 with these input files produces the ASCI|
velocity file (VTRAN2 TEST 2.VEL)and the diagnostic file (VTRAN2 TEST 2 .DBG) shown in Table
A3-11 and Table A3-12, respectively. We note from the velocity component values that the correct
translation of indices between the two meshes has been effected.

Table A3-9, VTRANZ2 TEST 2.CMD

* author

Joseph F. Kanney

* date

2003.05.24

* title

vtran2 test 2

* input format type

(568el6.8)

* iscrn > 0 will print to screen, otherwise to dbg file

0

* ncol nrow

10 15

* jshftx ishfty ncx ncy
37 43

* dx dy dz (3e10.3)
1.000E+00 1.000E+00 1.00CE+COQO

Table A3-10. VTRAN2_TEST_2 .BUD

0.10100000E+01 0,10200000F+01 0,103000008+01 0.10400004E+01 0,105000008+01 0.105%9999E+01 4. 10700001E+01 0.10800000E+01 0.L10900000E+0L 0. 110000008401
0.20100000E+0L 0,20200000E+01 0,203000C0E+01 0,20400000E+01 0.20500000E+01 0.20599999E+401 §.20699935E8+01 D.20799999E+01 0.20859999E+01 0.20989989E+01
0.30100000E+01 0,30200000E+01 0,30300000E+01 0,30400000E+01 0.30500000E+01 0.30539999E+01 §.30699939E+0] 0.30799999E+01 0.3049%999E+01 0.30999999E+01
0.40100002ZE+01 €, 40200000E+01 0,40300002E+01 0,40400000E+01 0.40300002E401 0.40539999E+01 0.40700002E+01 D.40799009E+01 0.40900002E+D1 0.40999939E+01
0.50100002E+01 0.30200000E+01 0.50300002E401 9.504000005+01 0.50500002E+01 0.505939955+01 0.50700002E+01 0.507999952+01 0.50300002E+U1 ¢,50999993E+01
D.&0100002E+01 0.502000006+01 0. E0300COZE+01 2.60400000E+01 0.505000028+01 €.605299998+01 0.60700002E+01 0.60758999E+01 0, 60900N0ZE+01 0.56099%959E+01
0.70100602E+01 0.T02Z00000E+01 0.70300002E+01 0.70400000E+01 0. 70500002E+d1 §.70599989E+01 0.707000D2E+01 0, TOTH9S9SE+0T 0. 7000000FE+GL 0. T0999999E+01
0.40100002E+01 0.E0200005E+01 0.80299597E+01 0.86400000E+01 0. 80500002E+01 D.80600004E+0] 0.BOGYSSOTEIDL 0.60THAS35E+01 0.9050D0C2E0L 0. B1000004E+01
0.90100002E+01 0.90200005E+01 0. 9029859TE+0L 0.80400000E+01 0.90500002E+01 0,90600004E+01 0.906339972+01 0, B0TI988IE+01 D.SGS0ODC0ZE+OL 0. 910000048+0]
0,100100008+02 0.10020000E+02 0.10030000E402 0,10040000E+D2 0.1005000DF+02 0.10060000E+02 0.10070000E+02 6,10080000E+02 D.10090000E+02 0. 10120000E+02
0.11010000E+02 0,11020000E+02 ©.11030000E+G2 0,11040000E+02 0.1105C000E+02 0.11060000E+02 0.11070000E+02 0.11080000E+02 0.11090000E+02 0.11100D0GE+02
0.12010000E+62 0,12020000E+02 $.12030000E+02 0,12040000E+02 #-12050000E+02 0.12060000E+02 0.12070000E+02 0.12080000E+02 0, 12090000E+22 0.12100D00E+02
0.13916000E+02 0,13020000E+D2 ©.13030000E+0Z 0,13040000E+D2 0-13030000E+02 0.13060000E402 0.13070000E+02 0.13080G00E+I2 0.13000000E+02 0.13100D00E+02
0.14010000E+02 0,140200005+02 0.15030000E+02 0.140400G0E+02 0-14050000E4+02 0.14060G00E+02 0.1407D000E+92 0.140BOCODEHIZ 0, 14090000E+02 0,141000GE+02Z
0.15010000E402 0.15020000£402 0. 15030000E402 €. 150400008402 0. 15050000E+02 0. 15060000E+02 0,15070000E+02 0.15080000E+02 0,15090000E+02 0.15100000E+02

0.10100000E401 O.10200000E+01 0.10300000E+01 0, 10400000E+01 0.165000008+01 ©,10589930E+0% 0,10700001E+01 0. 10800000E+01 €.10900000E+OL 0. L1000000E+01
0.20100000E+0L (.2020000GE+01 0.20300000E+01 0.20400000E401 0.20500000E+01 0,20599535E+01 0,20639999E+01 ¢.207999%9E+01 0.20599999E+01 0.20990099E+01
0.30100000E+01 0.30200005E+01 0.30300000E+01 0. 30400000E+01 0.30500000E+01 0,30599935E+0]1 0.30699999E+01 0§, 30799999E+01 0.30899299E+01 0,30999899F+01
0.40200002E+01 0.40200000E+01 0.40300002E+01 0,40400000E+01 0.40500002E+01 0.40599993E+01 0.40700002E+01 0.40799359E+01 0.40900002E+01 0.40999999E+01
0.50100002E+01 0.50200000E+01 0.50300002E+01 0, 50400009E+01 0.50500002E+01 0.50599599E+01 ©,50700002E+01 0.50794999E+01 0.50900002E+01 0.50999999E+01
0.€0100002E401 0. 6G200000E+01 0. 60300002E408 0.6D400000E401 0. G0S00002E+0L 0.60593539E+01 0,60700002E+01 0. 60799SI9E+OL 0, 6090C00ZE+DL §.560999999E+0L
0.70100002E453% 0. 70200000E+01 0.7030D002E+01 0.70400000E401 0. TASO0002E+0L 0705959998401 0,70T00002E+01 0. T0798%93E+01 0, 70800002E+01 0,70999993£+01
0.20100092E401 0.80200008E+01 0.80259997E+01 0.80400000E+01 0.B0S00002E+0L 0,80600004E+I1 0,90699997E401 0. 80799599E+01 0, 80a00002E+01 0.810UC004E+D]L
0.90100002E401 0.9G200005£40L 0.90285997E+01 §. 30400000E401 0.90SA0002E+01 0,30600004E+01 0,90699997E+01 0.90799599E+01 0. 30900002E+01 0.91000004E+01
3. 1001C000E+02 0,10020000E+02 0.10020000E+02 0.10040000E+02 0.100500008+02 0, 10060DONE+0Z 0.10070000E+02 0,10090000E+D2 0.10090000E+02 0.10100000E+402
0.131010000E+02 0.11020000E+02 0,110300008+02 ©.11040000E+402 0.11050000E+02 0.11060D0NE+02 0.11070000E+02 0.11095000E+D2 0.11090000E+02 0.1110000DE+02Z
0. 12010000E+02 0. 12020000E+02 0, IZ030000E+02 0, 120400006+02 0, 12050000E+02 0. 12060000E+07 0. IZGTO00GE+0Z §,1Z0900CCE+0R 0. 12656G00E+02 §. 12100000EH2
0.13010000E+02 0,13020000E+02 0.13030000E+02 0.13040000E+02 0,13050000E+02 0.130&00G0E+02 0.13070000E+02 0.1308D00CE+D2 0.13050000E+02 €, 13100000E+02
0.1401000CE+02 @,14020000E+02 0.14030000E+02 0.14G40000E402 0.14050000E+02 0.14080000E+02 ©.14070000E+02 D.14080000E+02 0.14090000E+02 0.1410G0D0E+D2
0-15010000E+02 0.15020000E402 0. 15030000E402 0.15040000E4+02 0.15056000E+02 0.15060000E+02 0.1507000DE+G2 0.15080000£+02 0.15050000E+D2 ©. 15100000E+02
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Table A3-11. VTRANZ_TE ST_2 .VEL
4 3 0.00000C00E+0QO
.Q000000CE+00Q  0.B8D2499997E+C1 0.80400000E+01 G.BOSQO0D0ZE+0l 0,A0600004E+01 0.806999%7E+01
.Q00000C0E+00Q  ©.70300002E+01 0.70400000E+01 0.7050000ZE+01 0.70599999E+01 0.70700002E+01
,0G000000E+00  0.60300002E+01  0.604d00000E+01  0.60500002E+01  0.60539999E+401 0.607HD002E+01
L00000000E+00  0.503C0002E+02  0.50400000E+01  0.30300002E+01  (,505%9999E+G1  0.50700002E+01
L000000GOE+00  0.4030000ZE+01  0.40400000E+01  0.40500002E+01  0,405%999%E+01  0.407000G2E+0D1
.00000000E+00 0,00C00000E+00  0.00000000E+00  0.0000000CE+00  0,0000000CE+00 0.00000C00E+0GC
70300C0ZE+01 -0,70400000E+01 -0.70500002E+01 -0,70599939E+01 -0,70700002E+01 —0,70799999E+01
LG0300G02E+01 -0, 60400000E+01 -0.60500002E+01 -0, 60599999E+01 -0.60700002E+01 —0,60799999E+01
50300002E+01 -0.50400000E+01 -0.50500002E+01 -0.50599999E+01 -0.50700002E+01 ~¢.50799999E+01
40300002E+C1 -0,40400000E+01 -0,40500002E+01 -0.405999935E+01 -0.40700002E+01 -0.407959995+01

Table A3-12. VTRANZ TEST 2.DBG

command file = VTRANZ TEST_2.CMD
budget file = VTRANZ TEST 2.BUD
(binary) velocity transfer file = VITRANZ TEST_Z.TRN
diagnostic/debug file = VIRANZ TEST_Z.DBG
(ascii) welocity output file = VTREN2_TEST 2.VEL
author = Joseph F. Kanney
date = 2003.09.24
title = vtran? test 2
format = (56Belf.B)
iscrn = o
ncolmf 10
nrowmf = 15
jshftx = 3
ishfty = 7
nex = 4
ncy = 3
dx = 0.1000E+01
dy = 0.1000E+01
dz = 0.1000E+01
Using input format {( 1) = (568el16.8)
VTRAN >> Reading budget file
VTRAEN »>> Processing velocities
VTRAN >> Writing welocity transfer file
VTRAN >> Writing ascii velocity output file
VTRAN >»>» Cleaning up
YTRAN >» Neormal Completion
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Ad Script Source Listing

"The scripts listed in this appendix neither model physical phenomena nor solve differential equations that model physical
phenomena. Rather they are utility codes that process inputs and outputs for other modeling codes (i.e., MODFLOW,
DTRKMF, and SECOTP21)).

A4.1 Python script convert_shapefile to ASCII.py
A4.1.1 Input File

Measured _Minable_Ore . UTMNAD27
polylinoc_dump_matlab_part .dat
polyline_dump_for_gouplot. dat

A4.1.2 Script

Copyright (e} 2008
Zauch Steindler (steiza@@grail.com, htip://code.google.com/p/pyshapefile /)

All rightls reserved.

Redistribution end use in source and binary forms, with or without modification .
are permitted provided that the following conditions are met:

Redistributiony of source code must retain the above eopyright motice,
this ldot of conditions and the following discloimer.

Redisiributions in binary form must reproduce the above copyright notice,
this list of conditionas and the following disclaimer in the dorcumentation
and/or other meterials provided with the distribution.

Neither the neme of the original auther nor the names of contributors
may ke used to endorae or promote products derived from this software
witheul speeafic prior written permission.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND' CONTRIBUTORS "AS 18"

AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE

# IMPLIED WARRANTIES OF MERCHANTARILITY AND FITNESS FOR A PARTICULAR PURPOSE

# ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OMNER OR CONTRIBUTORS BE

# LIABLE FOR ANY DIRECT, INDIRECT. INCIDENTAL, SPECTAL., EXEMPLARY, OR CONSEQUENTIAL
# DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR

# SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER

# CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY,

# OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE

# OF tHIS SOFTWARE, BEVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

ot F et i R R R

import struct
-POINT_PAIR_SIZE = 16

class ShapefileData(object ):
"""A python class for loading shapefiles, """

def __init__(self, basc_filcnamso):
“""Initializes ShapefileData with path to shapafila data.

Args:
base_filename: Base path to shapafile data. base_filename + ’'.shp’
and btase_filename + ’.dbf? pghould exist.

naw

sclf. base.filename = base_filename

def load_bounding.box{sclf):
"""Loada boundry information from .shp file""*
shp_[d = open(’%s.shp’ % sclf.basc_filename, °rb')
shp_fd.scek{36)

sclf file_xmin , self.file.ymin, self.file.xmax, sclf.file_ymax = \
struct ,unpack(’dddd’, shp_fd.read{32))

shp_fd.close ()

def load_objects{self, x = 0, y = 0, radius = 0):
"""Loads information from .shp file; omnly loads information withimn
bounds if spacified.

Args:
X: ¥ coordinate at ceater of bounding box
Y: ¥ coordinate at ceanter of bounding box
radius;: size of bounding box
self . load _bounding_box ()
self . items = {}

if x =0 or y = 0 or radius == [
self . data.xmin self.file_xmin
self . data.xmax sclf file_xmax
self. data_ymin self. file_ymin
self.data.ymax self  file_ymax

else:
sclf.data_xmin
salf . data_xmax

x — radius
x + radius
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self . data_ymin = y — radius
77 self.data_.vmax = y + radiuns
79 shp_fd = open{’%s.shp’ % self.base_filename, ’rb’)
shp_fd.scek{100)
81
while True:
a3 # Process record header
record_hecader = shp_fd.read (12)
B5 if record_header == ’:;
break
BT
cecord_number, record.length = struct,unpack(*>LL',
4a record_header [:8])
01 record_shape = struct.unpack(’<L’, record_header [8:]}[0]
93 # Process record hedy
if record.shapc — 0:
a5 # Record is nufl
pass
97
elif record.shape == 1:
HE) # Record i8 a point
ohject-point = shp.fd.rcad (_POINT_PAIR_SIZE)
1a1 x, ¥ = struct.unpack{'dd’, object_point}
103 if sclf.data_xmin > x or self.data_xmax < x:
continue
105 if self.data.ymin > y or self.data.ymax < y:
continue
0%
self . items record_number] = {’'type’: ’point’,
109 ‘point’: {'x': x, ’yv': ¥}}
L1l elif record_shape = 3 or record_shape = 5:
# Hecord i3 a polyline
113 object.hcader = shp_fd.read(40)
object_xmin, object_ymin, object.xmax, object_ymax, \
115 nparts, points = struct.,unpack{®ddddii’., object_header)
117 if object.xmax < self.data.xmin or Y\
object_xinin > sclf.data_xmax or Y
1a object.ymax < secll.data_ymin ar \
object_ymin > sclf,.data.ymax:
121
# added partie! hendling of parts (KK 09/09)
123 part_list = shp_fd.read ({4 = nparts) +
{(-POINT_PAIR_S]ZE * points})
125 print ’TCDO: learn to handle this case?! (not needed for WIPP data)’
127 continue
129 # read in ldist of indicies io first point in ecach paert (KK 085/09)
part_list = shp_id.read ({4 + opares))
131 self . parts — list (struct.unpack{'i**nparts, part_list))
138 self.items [record_number] = {’type’: ’polyline’, ’peints’: ||}
135 objcct.points == shp_fd.rcad (_LPOINT_PAIR_SIZE + points)
for i in xrange{0, len{object_points), _POINT_PAIR_SIZE):
137 ¥, ¥ = struct.unpack(*dd', ohject.points[i:i+.POINT_PAIR SIZE])
self . items [record_number | [ 'points? ], append({°x': x. ‘y':¥})
135
else:
141 raise TUnknownShape
shp_fd.close ()
144
def dump_polyline_to_file(seclf ,reconum=1,fn="polylina_dump_for_gnuplet.dat’}:
145 """save each part of the polyline as a gronp, separated
by twa blank Iines. Intended for plotting in Gnuplot.
147 #fdded by Kris Xuhlman, Sept 2z009"""
149 fh = open(fn,’w’)
# save filename in o comment at fop of file
151 fh.write{'# data from %s.shpin’%self. basc_filename)
153 # number of parts
npar = len{sclf.parts)
155
# number of points [(end of lasf part)
157 npts = len{self.itcms [rec_num | 'points’])
150 sclf.parts.append(npts)
161 for i in xrange{npar):
fh.write{'# part: %Zi\n'%i)
163 p = scif.items{rcc.num] [’ points '} [ sclf.parts{i]:self.parts[i+1]}

for pt in p:
165 # save date with I0cm preeision (geod eneugh for platting)
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# make file a bit smaller end quicker te parse by CGnuPlot
fh.owrite(*%.1f 4. 1f\o ' %H(pt [’ ] .pt[ ¥ 1))

fh.write(?\n\n?)

Fh.closc ()
def dump.polyline_to_files{self ,rec_cnum=1,fn=[*polylina_dump_matlab_part’,'.dat’}):
""“save each part of the polyline as a file, Intanded for
importing into Matlab. Added by Kris Kuhlman, Sept 2009%""
# number of parta
npar = fen(seli.parts)
# number of points (end of last part)
npts = len(self.items[ree_num ][’ points?])

self. parts. append (npts)

for i in xrange(npar):

# sawe file with index between prefix and auffiz given a3 argumenis

fh = open(°%s¥%4.4i%s ' %(fn[0],i,fn

(1) .2w")

p = self.items [receconum ]| *points*}[self parts[i]:sclf.parts[i+1]]

for pt in p:

# write points with 0.lom precision (UIM is in meters)
fh.write (*%.32 %.3f\o ' %{pt[’x’],pt{*y’]))

fh.close ()

# following added by KK 08/09

if

..mame__ == °’__main__":
from sys import argv

# this script just drives the pyshepefile

# read an input file with sume basename but

fin = open(argv [0].replace(’.py?,?.in’),"
shpfn = fin.readline (}.ssrvip ()

matfn = fin.readline (}.steip (}.aplit ()
gnufn = fin.readlinc {).strip ()
fin.close ()

print CHYEVHARNARERARURERA R
print ‘shpfn:” ,shpfn
print ‘npatfn:’.matfn
print Ggoufn:’ . gnufn
Print *#astasssdergnriddiipge

shp = ShapefileData (shpfn)

# read in shapefite polyline data
shp.load._objects ()

Python litrary
# to open (then dump to ASCIf) the potash mining definitions shepefile

b H

.in

r7)

# dump poiylines to a single test [file for plotting

shp.dump_polyline_to_file (in=gnufn}

# dump each part of polyline to a single
# Jor reading / processing in Matlab

shp. dump_polyline_to_files{fn=matin)

Ffile

inatead of

Py

in GruFPlot
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A4.2 MATLAB script import_polyline determine mined areas.m

% this MATIAB script reads in the ASCIH parts of the polyline defined
% in the BLM mining arces shapefile ., determining whether ecach

% cell in the medel domoin is inside the mining region an

% integer motriz indicating whether the cell i3 mined is the result.

% NB: this script takecs about £ hours to run on my desktop

prefix = *polyline_dump_matlab_part’;
suffix = *.dat’?;
numpart = 54;

% use cells (rather than more common arrays) fo allow variable—length parts
p = ccll {pumpart ,2);

for i=Ll:numpart
p(i,1) = {load ([ prefix ,sprintf{*%4.4i',i —1),suffix])};

end

% firat cell is the main polygon; all other cells will be checked with
% refercnce to that one. wputside , l=inside

% since mo polylines intersect, just cheek to see if the first point of a
% ginen polyline is inside or eutside the big polyline.

p{1,2) = {-1};

% plot individual parts of polyline as arcas {patches) far checking

patch{p{1.1}(:,1),p{1.1}{(:,2),°%x")
hold on;

for i=2:numpart
p{i,2) = {inpalygon(p{i,1}{1.1),p{i.1}({1.2),
p{],1}(:,1}:11{1,1}(:,2)]};
if pfi,2} ==1
epatch(p{i,l}(:,l),p{i,l}(:,?),’r’)
patch (p{i,1}(:, 1), p{i.1}(:,2),°g")}

end
end

els

daspect ({1,1,t})
xlabel (*OTH KAD27 X (m)’)
¥lnhel (*UTH NAD27 Y (m)')

% model grid

nrow = 307;
ncol = 234,
*0 = 601700.0;
xl = 630000.0;
dx = 100.0;
¥y = 3566500.0;
vyl = 3507100.0;
dy — 100.0;

[X,Y] = meshgrid(x0:dx:x1,y0:dy:y1);
result = zeros(nrow, ncol ,numparz );

for i=numpart: —1:1
display {i1);
tic
result {:,:,i) = inpolygon{X,Y,p{i.,1}{:, 1) .pdi,1}(:,2});:
toc
end

% this oasaumes that the only pelygon that surrounds any other polygons
% i3 the "Big” onec that is the first entry. None of the other polygons
% intersect or surround one anolher.

% black red green
% big_poelygon — nested-polygons + esternal_polygons

final = result {:,:,1) — sum(result {:,:,[p{:.2}]==1),3) +
sumf{ result (2,3, [p{:,2}]==0),3);

% plot fer checking

figure ()

spy(final)

save( ' miping_areas_matrix.dat’,’-ascii’,’final’ )]

out = [reshape(X,nrowsncal 1) reshape(Y,ntowsncol 1),
reshape(final ,nrowsncol ,1}];

save(’mining_areas_xyz.dat’,’-ascii',’out’)
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A4.3 Bash shell script run mining mods.sh

#I bin fbaash

# this script assumes the following divectory subatructure

ﬁ created in AeedScript.py, where OWP="‘cwd"

# WP/ Inputs

# CWER/Inputs/hin (MF2K & DTRKMF binaries)
# CWP/Inputs/AP114_Task?

# WP/ Inputs/AP11{.Task?/data (MF2K data files)

# CWP/Inputs /AP114 Task7/modflow (MF2K package files)

# CWP/Inpuls /JAP114_Task7/Outputs (modeled.{K, A, R, 8} _ficld .mod)
# OWFP/Outputs/ (reaults of this analysis)
# CWP/RunControl

#

verbose=True

# the seript i3 atarted from the "CWP" directory

echo ‘## run.mining.mods.sh stariing directory: '

pwdt A

# modify the path of "updated” T-—fieldsa , so thev are all at the
# same level in the directory structure (simplifying scripts elacwhere)

if [ §{verbose} — True |; then
echo "## create a list of realizatioms without Dpdated{,2} directory componants ##"
fi
if [ -a ./Inputs/keepers.short |; then
# delete any pre—existing files here,
# wince file 45 concatenated to in next loop
rm ./Inputs/keepors_short
Fi
for d in ‘cat ./Inputs/keepers'; do

bn=‘hasename ${d}*

# test whether il is e compound poth
# if compound, move up a dircetory
if [ 8{d} != §{bn} |; then

mv ./ fuputs /AP114_Task7/Outputs/8{d}/ ./Inputs/AP114_TaskT/Outputs/

Fi

# create a new 'keepers’ list without Updaete or Update2 directarics
echo 3{bn} >> ./luputs/kecpers_shart

done
if { ${verbose} = True !; then
echo "## run mining modifications ##"
Fi
cd Qutputs

# make links of mining mod input files and seripts into
# the current Outputs working dircctory
for f in ‘cat ../Inputs/files_minmod *; do

ln —s ../ Inputs/S{f} ./8{f}

done

# python script creates partiel/full mining factor

# arrays from GIS definition of mining ereas

# extending area to eccount for [S—degree angle of repose
p¥thon cnlarge.mining_areas.py

# python acript creates 600 mining—modified T ficlds
# and 2 mining—modified MODFLOW [BOUND arrays

# this script ercates directory hierarchy in Outputs/
python mining_mod. py

'
# run 100x100 m grid MODFLOWEK and DTRKME
if [ S{verbosc} = Truc |; then

echo "4# rux MODFLOW2K and DTREKMF ##"
Fi

# MODFLOW name fite using direct solver (use when LMG solver fails)

ded —e "s/LMG 8 mf2k_.culebra\.lmg,/DE4 & mf2k_culebra.dsd/"

<../Inputs/AP114.TaskT/modflow/miZk_head .nam \
>..fOutputs/modflow/mf2k_head . ded . nam

# odjust MODFLOW LMG sovlver tolerance and turn on POG pre—ronditioner
sed —c¢ "s/3V\.0 2\.2 B\v.4d 0/3.0 2.2 5.4 1/ \
—e¢ "8/2 50 I\.0E-DB 1.0 1/2 ED 1.0E-10 1.0 1/ \
<../Inputs/AP114_Task?/modflow/ mf2k_culebra. ting
»../Qutputs/madflow/ mf2k_eulebra.lmg

# aed doesn "t modify files in—place
mv ../ Outputs/modflow/mf2k_culebra.lmg 3\
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../ Inputs/AP114_Task?/modflow/mf2k.culebra.lmg

# creates links for commonr files <nto each of 600 mining—modified
# T fields and runs MUFLOW end DTREKMF (this is 100zi00 ra grid)
./link.input_run_.mf_dtrk.sh

if { ${verboese} = True [; then
echo "## extract DTRKKF output #u*
fi

# combine all 100 realizaotions of rvesults for cach

# mining scenario inte o single file for easier plotting
# trovel times arc converted fo 4 thickneass

prthon combine_dtrkmf_output_for.gnuploet. py

# exiract time required to ewit LWEB from dirkmf results
# also sort results for plotting of travcl—time CDFs

# trovel times here are conwverted to fm thickness

python extract.dtrkmf_twh_travel-times.py

# :
# convert I00zI100 m grid to 50x50 m grid

if [ 8{verbose} = Truc !; then
echo "#3% convert MODFLOWZX inputs to 50x50m grid ##"
fi

# erecte apatiolly —veriohle model property fileas
# for 5(z50m grid [rem 100x100m grid
python 100x100.to BO0x50.py

# create other H0x50 MODFTOW inpuf files from 1005100 files
# wuaing find/reploce in sed

if [ ${verbose} = Truc |; then
echo “## create MF2X inputs for 50xBOm grid ##"
fi

# change MOIWLOW name file to point fo ezpended input files
# s/find/replace/ is a sed regexp, .7 in the left hand side
# must be eacaped with e beckslash, or it means “"any character”
# a trailing "g” means apply globelly (otherwise finds one osccurrence)
sed —e “s/modeled_head\.lst/modelad_head_5O0.lst/" \

—¢ "s/modeled_head\.bin/modeled_head_50.hin/" \

—c "s/nodeled_flowl,bud/modeled_flow_50.bud/" \

~e "s/%,med/. . med, BOSg"

~e¢ "s/\.imf/.inf . BOS" \

—e¢ "s/mf2ZKk_head\.dis/wf2k_head 50 .dis/"

<../Inputs/AP114 Task7/modflow/mf2k_head . nam \

>../Outputs /modflow/mf2k _head_50.nam

# input file for dircet solver

# this is used when LMG doesn 't work, which is “1% of the time

sed —o "s/LHG 8 mt2k_culabra\.lmg/DE4 8 miZk_culebra.ded/" \
<../Outputs/modflow/mf2k _head.50 .nam Y
>../Outputs /modflow/mf2k_head_50 . ded . nam

# change MODFLOW diacrctization file fo new # rows & cols
sed —~c “s/307 2847614 568/" \
<../Inputs/AP114_Task7/modflow/mf2k_head . dis \
>, /Outputs/modflow / mf2k _head_-30. dis

#
# orun MODFTOM on refincd grid to creete budget files
# for SECOTP2D, locuted inside erch subdirectory

if | ${verbose} == True |; then
echo "“#2 ran MODFLOWZX on 50x50 = grid ##"
fi

S/ run 50x50 modFflow . sh

#

# convert budget files to ASCIT and copy reswlting ASCII files
# (all with same namc, but in different dircetories) into a
# single dircetory . reneming files appropriately

if | &{verhose} = True |; then

echo "“## convert binary budgets to ASCII and move VTRANZ input files to single location
fi

JJeonvert_rename_modflow _50x50_budget . sh

# the Jiles saved into this direetory are inputs te VTRANZ
# which prepores these files for use by SECOTPD

if [ 3{verbose} == Truc |; then
echo "## and ¢f ‘run_mining_mods.sh® Bash shell script ##°
fi

a4
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A4.4 Python script enlarge mining areas.py
A4.4.1 Input File

601700.0 356G500.0
z 284 307
100.0 100.0
4 616941.0 610495.0 G610567.0 617015.0 616941.0
3585109.0 585068.0 3578823.0 3I578681.0 3585109.0
6 mining_arcas_xyz.dat
mining-factor . dat
8 Ncew Full.09.dat
New_Part_09.dat
1w True

A4.4.2 Script

# this script tokes the output of ArcGIS and creates the full and partial mining
2 # focter files thet are used in the mining modification caelculation.

4 from math import f[loor
from itertools import izip
6 from sys import cxit , argv

8 A T A T A L A
# read in input data
1w try:
# input name has same mame as seript ending with 7. in7, instead of ".py”
12 scriname = argv [0]
inpfname = scrfoname.replace(’.py’,”.in?)
14 fin = open(inpfnamec,’r?)
except [OError:
16 print *EAROR: Y%s input file “"%s" not found.' %(scriname,inpfname)
exit (1)
13

x0,y0 = [float(x) for x in fin.rcadline ().strip ().split ()] # UIM NAD27? {m) modflow grid origin
20 nx,uy = [int(x) for x in fin.readline (). strip (). split ()] # number of cells
dx,dy = [float (x) for x in fin.readline (}.strip (). split{)] # cell size {meters)
22
wipp = []
21 wipp.append {[float {x) For x in fin.readline (). rstrip ().split (}]) # =—
wipp.append {[float (x) Por x in Fin.readline{).rscrip(].split ()]} # ¥
26 wipp = zip{*wipp)

coerdinate (closed (OW loop )

28
# file with QIS mining data
30 fnminingin = fio.readline (). strip{)
# file for saning mining factor into malriz form for debugging
sz fnminfactout = fin.readline {).strip ()
# files for fuil end pertial mining indices (output for ovther gcripts)
3¢ fofullminout = fin.readline ().strip()
fupartminont = fin.readline (). strip ()
36

# print stotus/dehugging to sercen?
38 verbose = fin.rvecadline ().strip{)
fin.close{)

40
verbose = verbose[0] == 'T” or verbose [0] = ‘'t
42
if verbose:
44 print ’echo input’
print }=amsssssssSacasammmmzaaz=—===== !
46 print "=z0,y0" ,x0, %0
print “ax,ny",nx,ny
48 print “dx,dy" ,dx,dy
print "wipp" ,wipp .
50 print "foriningin" , fominingin
print "fominfactout® ,fnminfactout
52 print "fofullmioout",fnfullminout
print “"fnpartminout” ,fnpartminout
54 print lmmmmor=scsEszsz=m=== 2
56
IR RN NIE ITRIBINI NI NTET] gl 4 L AR 2 IWIRINT IR/ RTRIRIRI RN RN RN
i i R e B e e o o s
58
el = ny*nx
65U
L b L G AT LG I G L A A S o A0 B A A A G b e g
CiaCE TR A H 1 PR WA HAHHH T

i T
s2 # define funetions

62 def wipp.inside(x,y):
""" given a line segment between points PO=(x0,y0} and Pi=(xl,yl)

66 a third point P=(x,y) has the following relatiomship to the line sagmant.
f o= (y-y0){x1-x0} - (x-x0)(y1-y0}
1] if £<0 them P ie to the right of the 1line,
if £»0 it is on the left {=0 is on the line)
70 if @ point is on the left of all CCW lius segments defining
a convax polygen (such as the wipp boundary), then it is insida the polygan
T2 http://ozviz.wasp.uwa.adu.au/"pbourke/geocmetry/insidepoly /"""

Ta f = True
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for (pO.pl) in zip(wipp[0: —1],wipp[1:]):
# to bhe dinside the [ollowing must be > 0 for all 4 sides
if (!}f—po[1]])*(91[0]—110[0])*(I*DU[‘J]J*(Dl[l]—PO[I]) <= 0.0:
= Falsc
break

return f

def malsave(filename ,m):
"#"Writese file as a list of lists as a 2D array (passed io as integers)
Outar list i rows, inaner lists ara columns (C-major orderd, """
f = open{filename, 'w’)
for row in m:
f.owrite(’ *.join ([*%2i'%val for val in rowl]) +*\n?)
f.close ()
def minsave(filename ,m}:
"""Bave mining matrices, taking the 3 cells of padding into account”""
f = open{filename , 'w’)
for row in m[3: —3]: # leave off first and last 3 rowas
# leave off [first and [ast 3 eolumns of each row
fowrite{’ 7. join{[7%21'%val for val im row[3: ~3]]) +'\n’)
f.close{)
def reshapevZm(v,order=’C*}:
"#VReshapa a vector that was previously reshaped in C-styie order from a matrix,
back into a matrix (here a 1list of lists)."*"
if order=="¢":
# row—major order (MODFLOW, C, Python/numpy}
m = [None]sny
For i,{le,hi} im enumecrate{izip (xrange(0, nel—nx+1, nx), xrange{nx, nel+l, nx)}):
mi] = v[lo:hi] :
return m
elif nrder=='F?:
# column—major erder (Fortran, Matlad)
m = [None]=nx
for i,{lo,hi} in cnumerate(izip(xrange (0, nel-ny+1, ny), xrange{ny, nel+1, ny})):
m[i] = v[lo:hi]
# tremspose rows/columns and flip in y—direction
return zip{+m)[:: - 1]
Ty KA AL 10 S A Lt A G A
i i i AT R G G e

# rend in definition of mining on 100100 grid
iF werbose:

fin
m =
for

print °reading GIS data:’',faminingin
= open{fnminingin ,’r*)

line im Ffin:

# date are "X V index” (index=10 for potash mining, inder=0.0 for outside potash)
m.append ([float{x) for x in line.strip ().split ()]}

m[ - 1][2] = 10xint{mi{—-1][2]) # convert to integer and make index (0,10)

if werbasc:

print len{m},’'linas of data read;’,ken(m[0]},’columns>?
# save coordinetes of puints inside LWH Ffor echecking algorithm

count = 0

# chkeck if inside LWH

for

pl in mn:

if wipp-inside{pt[0],pt[1]):
# add one
pt (2] += 1

count 4= 1

if verbose:

print count,’celis inside LWB, out of*, len(m)

minl =z reshapev2m (zip (sm){2)],order="F’)

# save un—erpanded minirg arces in matriz format for comparison
if verbose:

print 'saving matrix indicating areas with ors to’,fnminfactout
matsave{ fnminfactout ,minl}

matsave{fnminfactout+'x*  reshapev2m{zip(+m)[0],order="F’))
matsave{fnminfactout+'y*  reshapev2m{zip(+m)[1], order="'F’))

# 0 = not mined, outside LWB

# 1 = not mined, inside LWEB

# 10 = mined, entside LWR

# 11 = mincd, inside LWH

# pad the target avray (list of lists) to allow easier indexing ot boundaries
minp = [None]*(ny+6)

minf = [Nonc]#* (ny+6)

for i in xrenge{len(minp)):

minp[i] = [0]*(nx+6)
minf[i] = [01*(nx+6)
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v = {1,1,1,1,1]

if verbaose:
print ’expand mininog’
for i In xrange(ny):
i2 = i43
for j in xrange{nx):
72 = j43
# 48 there mining in this cell?
# cither inside or outside LWB {futl mining caae}
if minl[i]ij] > 9:
# expand the mining using a 555 square, centcred on this cell

minf{i2 —2][j2-2:j243) = v&
minf{i2 —1][j2-2:j2+3] = v5&
minf{i2 ][j2—2:j2-+-3] = vh
minf[i241][j2-2:)2+3] = vb
minf{i2+2][j2-2:j2+3] = v5

# ezpand mining an additional cell in compass directions

minf[i243][j2] =1
minf[i2 -3](j2] = 1
minf|[i2]{j2-3] =1
minf[i2]ij243] =1

# is there mining in this cell AND i3 it outside the LWB?
# (partial mining case)
if minl[i]{j] = 10

# expand the ining using a 5x8 squore

minp | i2 —2][j2—2:j‘2+3] = vh

minp [i2 —1][j2~2:j243] = v§
minp[i2 ][j2-2:)2+3] = v&
minp{i2 +1}[j2-2:j2+4+3] = v5
minp [ i2421[j2-2:j243] = v5

# expand mining an additional ccll in eompass dircetions

minp[i243])[j2] =1
minp[i2 —3}[j2] =1
minp[i2][j2 -3] = 1
minp[i2][j24+3] =1

if verbose:
print 'saving full mining factor array:’,fnfullminout
minsave(Infullminout , minf)

if verbasc:
print °saviog partial mining factor array:’,fupartminout
minsave(fnpartminout ,minp)
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A4.5 Python script mining mod.py
A4.5.1 Input File

284 307

%.1le

../ Inputs/keepers_short

New. . Full_09 ., dat

New_Part_09.dat

o/ Inputs/AP114 _Task7/data/init_bnds.inf
init_bnds_full.inf

init-bnds_part.inf
sumli_st2d_pabc0%.r1.tb] suml_st2d_pabc09_r2.tbl suml.st2d_pabc09_r3.thl
../ Inputs /AP 114 _Task?/Outputs

modeled _K_field . mad
modeled . mined .K.field . mad

True

A4.5.2 Script

This seript deoes the actual mining modifications to the T fields ond
MODFLOW boundary conditiona,

INPUTS: 2 dinteger arrays indicceting where full/partial mining accurs
100 MODFLOW T fields from calibration
1 MODFLOW IBOUND array (specificoetion of active/BC/inactive stetus)
3 mining fecter lists {100 numbers K=5<=1000)

CHITPUTS: 600 mining—modified T ficlds {100 realizations, 2 mining fypes, J replicates)
2 mining—modified MODFLOW ibound arrays

et i el R

# this script should be run from the ./ Oulpuis directory

from glob import glob

from os import makedirs ,remove
from os.path import split ,exists
from itertools import chain
from sys import cxit ,argy

A ol Gl 0 04
# read in inpul data
try:
# input nume has smme name ws script ending with ".in", instead of .py”
serfname = argv [0]
inpfname = serfname.replace(’.py>,”.in")
fin = open(inplname, 1’}
except [OError:
print ‘ERHOR: %s input file "¥%s" not found,’ %(scrfname ,inpfoame)
exit (1)
# number of columns, rows in model grid
nx,ny = [int{x) for x in fin.readline (). rstrip ().split ()]
cotfmt = fin.readline ().strip{) # python formoat for K fields
forznlist = fin.rcadline ().strip{) # filname of shortened vealization [ist {keepers_short)
fufullminin = fin.readline ().strip() # full mining indicator field {input)
fapartminin = fin.rcadline ().strip() # partial mining "7 *” (input)

IBOUNDIn = fin.readline ().strip () # path to MK IDOUND arrvay file (input)

fnIBOUNDfout = fin.readline (). strip{) # path to full-mining—maodificd IBOUND (out)
fnIBOUNDpout = fin.rcadline (). sirip{) # *" partial 77 *”

fnminfact = fin.readline (}.strip{).split{} # list of ¥ filenames for mining factors from VMS
pathrzn = fin.readline (}.strip (} # base poath to all 100 AP11)_Tusk 7 realizations
fonKficldin = fin.readline (}.strip{) # filename of K (aka T) Ficld (in)

fnKficldout = fin.readline (). strip() # filename for mining—modified K field (out)

vorbase = fin.readline (). strip{) # True to print status ocutput {(Folee = no)

fin.close ()

verhose = verbose{D! =— 'T* or verbose[0] == 1

if verbose:
print °’echo input’
print '===-s==isccsesss==a’
print ’nx,ny!,nx, oy
print ‘'outfmt’ ,outfrut
print ’fnrznlist’ ,fnrznlist
print ’fofullminin',fnfullminin
print ’fopartninino’,fopactminin
print ’foIBDUNDin?*,fnIBOUNDIn
print ’fnIBDUNDfout’ , fnlBOUNDfout
print ’fnIB0UNDpout’' ,fnIBOUNDpout
print ’fominfact’  [nminfact
print ’pathrzn’,pathrzn
print *fnEfieldin®,{fnKficldin
print ’fnEKfieldont’', fnKfieldout
print *s=ss=ssam-=c=-osxzi-==>

nel = nx*ny

LG Bh b A G EE g J AL b LG e gt S LA A 2 AL GLLE AL dh
HIPH I A A AT s 7

#”defiﬂ'e functions
def intload (filcnane):
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"""Reads file (a 2D integer array) as a list of Jists.
Uutar list is rows, inner lists are columns.,"""

f = open(filename , "r')
m= [[int{v) fer v in line.rstrip ().split ()] for linc in f]
§.elose()

return m

intsave (filename ,m});
"""Writee file as a list of lists as a 2D integer array, space-separated format ’%2i’.

Quter list is rows, inper lists are coluzmzps."""
f = open(filename ,>u')
for row imn m:
f.write{’ '.join(['%2i* % col for col in row]} + *‘n’)
f.closc ()

floatload (filename ):
""“Reads file (a list of real numbers, one number each row) into a liat of floats ,""*

f = open(filename,’r*)
m= [foat{)ine.rstrip{}) Ffor linec in []
f.close()

raturn m

floatsave (filename ,m):
“Hryrites fila as a list floats, aone valua per reow, forpat ‘H.itec. "M

[ = open{filename , ’wv')
f.write{'\z’ . join ([outfmtFnum for nmn in m]) +’yn*)
f.close ()

debugsave {filename ,m,n):
f = open{filename , *w>)
for val,flag in zip(m,n):
f.write{outfmt%val + * %5i°%flag +'%n’)
f.elase ()

reshapem2v (m):

"""Heshapes a rectangular matrix into a vector in same fashion as pulpy .Tashapa (}.
which is C-major order®""

return list {chain(+m))

full
part
ibou

ibanndf =

ibou

print 'read files'’
# reed in mining definilions and modflow ibound array (all 2D integer matrices)

= intload {(fofullminin)
= intload {fopartminin)
nd = intload ((IBOUNDIn)

(3
ndp = []

if verbose:

Print ’adjust BC!

# turn off constant head nodes where mining modification heppens

for

j in xrange(ny):
rowf =

rowp = ]

for i in xrange{nx):

# 1 in mining file indicetes mining

# —1 wn ihound array indicatcs constant hecad

# new ibound arroey for full mining

if fullj][i] = 1 and ijbound[j][i] = —1:
towl. append (1}

else:

rowf. append (tbound [j][i])

# new ihound array for partial mining

if part{j]l{i] == 1 and ibound[j][i] = —1:
rowp.append (1)

else:
towp . append (ibound [j][i}])

iboundf.append{rowf)
iboundp . append {rowp)

# make the nertheast far row/column is still apecificd head at the outermost row/col
# these are columns 99:284 in row 1 and ell rows in rightmost column for
# CHRA 20008 PABC MODFLOW model

for

for

i in xrange{98 . nx}:

iboundf[0]ji] = -1
iboundp [0][i] = -1
j in xrange(ny):

itboundf[j][—1] = -1
iboundp{ji[ - 1] = -1

# make aure south row is all constent head

for

J in xrange{nx):
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iboundff —1][j] = -1
iboundp|—1]{j] = -1

# moake surce south part of western

For } in xrange(159.ny):
iboundf[j{{0] = —1
iboundp!jl[0] = -1
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boundary (row 158:307) is all constant head

# create similar subdircctories in the Oulputs subdir fer modified input

# filea, rother fthan just putting

them baek in the Inputs directory

# with the unmodified files checked out of CVS
for dir in [’../Dutputs/d.a.ta.’,’../Uutputsjmodfluw’]:

if not exists(dir):
makedirs{dir)

# save two wmining—modificd MODFLOW IBOUND arvays to disk
intsave(’../0utputs/data/ ’+nIBOUNDfout, iboundf)
intsave(’../Dutputs/data/ +fnlBOUNDpout,ihoundp)

if verhosc:
print ‘resbape npining’

# reshape 2D matriz of integer mining indicafors te

# vector seme shoepe as T fields
full = reshapem2v{ full)

part = rocshapem2v{part)

min = [ full , part]

if verbose:
print 'read mining factors’

# read in 3 liats of random maming faclors
# skip first 3 rows {heoder), mining foctor §a third column

minp_fact = [None|=3
transidx = [None]x3

for i,infn in enumeratoe{fnminface}:

fh = open{infu,’r-)
data = fh.read (}.strip ()}
fh.close ()

# read in lisft of mining facters (floating point 1.0 to 1060.0)
minp_fact[i] = [fleat{line.split{)[2]} for line in datn.splitlines ()[3:]]

# read in mapping fram order in "keepers® —> SECOTP vector order (integer indexr 1:100)
transidx[i] = [int{(float{line.strip (}.split ()[3])) Ffor line in data.splitlines (){3:]]

# loop wswer all 100 realizations
fin = openf{incenlist , ¢’}

{

rzus = [¥.strip(} for x in fin.readlines ()] # list of 100 MOFLOW veelizations in proper ovder

fin.elose ()

for i,rzn in cnumcrate{rzns):
if verbose:

print i,rzn # print status to screen

path inte realizotieon directary

= pathrezn + */* + rzn

floatload (d +'/’+ fnKfieldin)

#

d

# get the orviginal T fields from the calibralion results (1D double—precision wnector)
K =

#

write unmodififed T field to RO directory

# create rzn subdircctories
path = ’ . /RC/' 4+ rgan
if not cxists{path):
makedirs (path)
Kin = path + '/*+ foKficldin
it coxists{Kin):
remove ( Kfn)
floatsave (Kfnt+' . bak’ K) # to

copinare with the linked version

# perform mining modifications and copy results to directory
# creating dircctory structure for & replicates end full/partial mining
for j.r in enumerate ([ 'R1','RZ’ ,*H3I’|):

for m,t in eunmecrate {[*full’ ‘parg’]):

Kmin = [Nonc]*ael

for n,val in enumerate (K):
if min[m]{n] == L:
# apply mining foctor, lookup the currcnt flow realization (0 bosed)
# in the itrensidez lisl (1-based) and take that mining factor
Kmin(n} = valsminp_fact{j]transidx[j). index(i+1)]

else:
Kmin[n] = val

# save mining modified K into directory lree
# create reelization dirvectory if it doecan’'t exist yet
min = */? join([r,t,rzn])

if not exists{mfn):
makedirs {min)
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floatsave {(min +'/'4+ foKficldout ,Kmin)
# debugging wersion has hoth K velues and mining faectors
# (for comperison with oviginal K field)

if verbose:
debugsave{mfn +’/'+ fnKficldout}:.dbg' ,Kmin, min[m])
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A4.6 Bash shell script 1ink_input_runmf _dtrk.sh

#!/bin/hash
verbosce=True

crfile=lmg_err.tmp

# sct a 1 minute timeout for LMG solver (usuelly runs in "2 seconds)
ulimit -8 —t 60

# use uabsolute paths with In —s
path="pwd’

# this should point te the working directory where ReadScript.py was tun
# which the parent directory of the current Output directory

# where this script was started

based=‘dirname ${path}'

if [ S{verbose} =— True |; then
echo "current dir:" ${path}
echo "base dir:" §{based}

ri
ot ot A R A R AL A gy

b G e i e o e F el
# re—run no—mining scenerio in the "RO7 directory
=0
for d in ‘cat ${based}/Inputi/keepcrs_short‘*; de

cd RO/3{d}

echo "current directory:* ‘pwd’

# input files that are the same for every vealization

for f in ‘cat ${based}/Inputs/files *; do
# the "files” list inrludes dircetoriecs in the names too
In —sf ${based}/${f}

ane

# handle itbound arrey separately (here use AP114 Task? version)
In —sf ${bascd}/Inputs/AP114_Task7/data/init_bnds.inf

& realization—specific files
for = in {R,A.83,K}; do

In —sf ${based}/Inputs/AP114_Task?/Outputs/5{d}/ modeled-${x} -ficld .mod
done

# delete any old budget file , so ditrkmf throws
# an error if modflow doesn’i rTun
if [ -a modeled_flow .hud ]; then

rm modeled _flow . bhud

fi
# run MP2K
if [ ${verhbose} == True |; then
§{based}/Inputs/bin/mf2k | .6.release mf2k_hcad.nam | tee mf2k_stdout
clse

#{based}/Inputs/bin/ml2k_1.6. rclease mE2k_head.nam >wf2k._stdout

# dirkm[ reads .dis file, but not .nem file [(why?)
In —sf ./elev_.hot.mod ./fort.34
ln —sf ./eclev_top.mod ./fort.33

# run DTRKMF
if [ ${verbose} = Truc ]; then

${based}/Inputs/bin/dtrkmf.v0100 <dtrkmf.in | tee dtrkmf_stdout
else

${bascd}/Inputs/bin/dtrkmf.v0100 <dtrkmf.in >dtrkmf_stdout

ed ../..
done
if [ ${verbose} == True |; then
echo " running mining-modified MODFLOW realizations®
fi
BBl B B0 B A0 R AL A A2 TG AL B AT AL
R N T ?

#F rTum rining mod‘iﬁe’zd cases in dirr—:cto?ies R{,R2 and RS
for r in {1,2,3}; do
for t in {“full“,"pa.rt"}; da
for d in ‘cat ${based}/I[nputs/keccpers_short *; do
ed RE{r}/5{t}/5{d}

if [ $¥{verbose} == True ]; then
echo "cuorrent directory:" ‘pwd®
fi

# input files that arc the same for every realization
for f in ‘cat ${based}/Inputs/files *; do
In —sf ${based}/${f}
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done

# handie ibound array scparetely (here wse mining—meodified one)
In —sf ${based}/Outputa/data/init_bnds_§{t}.inf ./init_bnds.inf

# realizetien—specific files (not including K, use mining—modified one)
for x in {R,A,S5}; do
lo —sf ${based}/Inputs/AP114.Task?/Qutputs/${d}/modeled-3{x} -field .mod

done
In —sf modecled_mined_K_field .mod modeled K. .field .mod

if [ —a modcled_flow .bud [; then
rm modeled_flow . bud
fi

# make sure there are no ervor files laying around
if [ —s ${erfile} ]; then

m —f ${erfile}
fi

# run MF2K with LMG solver
if [ ${verbosc} == True |; then

${based}/Inputs/bin/mf2k_1.6.release mf2k_head.nam | tee mi2k.stdout
elae

${based}/Inputs/bin/mi2k.1.6.release mf2k_head.pam >mf2k_stdout
fi

# check for presence of non—zero sized error file.
# He—run with direet solver, which is wery slow but slways worka
if [ —-s 8{erfile} |]; then

In —sf ${based}/Outputs/modflow/mf2k_head .ded.nam
In —sf ${based}/Inputs/mf2k_culebra.ded

ulimit —S5 —t unlimised
# concatenate log file to the end of other file
${based}/Inputs/bin/mf2k_1.6.rclease mf2k.head.ded.nam %
>»>mf2k.stdount
ulimit -5 —t 60
fi

ln —sf ./felev_bnot.mod ./fort.34
ln —sf ./clev.top.mod ./ fort.33

# LTRKME
if [ 8{verbase} = True |; then

8{bascd}/Inputs/bin/dtrkmf v0100 <dtrkmf.in | tec dtrkmf.stdout
else

${based}/Inputs/bin/dirkmf_v0100 <dtrkmf.in >dtrkmf.stdous

fi

ed .. /.. /..

done

done

done

ulimit —5 —t unlimited
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A4.7 Python script combine dtrkmf_output_for_gnuplot.py
A4.7.1 Input File

6017000  3597100.0
100.0 100.0

dtrk.out
dérk_nomining_all_-realizations ., dat
dtrk_all_realizations .dat

True

A4.7.2 Script

put all the particle tracks together into one file for simpler
pletting of the "cloud” of perticles using gnuplot

#

#

#

# INPUT: 700 dtrkmf output files

# OUTPUT: ¥ merged [files with all perticle tracks together
cach realization aseperated by twa blank lines

RS Y

from glob impeort glob
from sys import exit ,argv

G A A 8 A A 0 A0S 58 00 8 A B A A A SO A
7 A TR & 7
# reoad input data
try:
# input namc has same name as seript ending with ".in”, instead of ".py”
scrfname = argv (0]
inpfname = scrfoname.replace{?.py’,’.in")
fin = opea(inpfname,’r’)

except [OError:
print ‘ERROR: %s input fils "%s" not found.’ %(scrfnamc,inpfname)
exit (1)

# grid origin for dtrkmf I, J —> UMM NAD27 1,y converaion
x0,y0 = [float{x) for x in fin.recadline{).rstrip{).split ()]
dx,dy = [float(x) for x in fin.rcadline{).rstrip{).split ()]

fadtrkout = fin.readline {).strip () # dirkmf output filename

fnnominingout = fin.readlinc{).strip () # ovutput filename

fnminingout = fin.readline {).strip ().split{) # prefiz & suffiz of output file
verbhose = fin.recadline {).strip ()

verbose = verbosc[0] = 'T* or verbose[0] == *¢°

if verbose:
print ’echo input'’
print '=====sszcccussc=====’
print x0,y0? ,x0,y0
print ‘'dx,dy’ dx,dy
print 'fadtrkout’,fndtrkout
print fanoniningout’',fonominingout
print ’faminingout’®,fnminingout
pPrint ’==s=sssscc===—-—-=-=u

L i A Al D S it 4 g L G G G g8 i gt
BRI ? AR 7
rep=['R1’,'R2’,7R3’]
min=[’'full’ , ’pars’|
for r in rep:
for m in min:
ofn = fominingout [0)+ 7 *4r+’ _'+oFfnminingout [1]
if vcrbose:
print ’output:? ofn
fout = open(afn,*w?)
for f in glob(’/* join([r,m,’x777’ fudtrkout])):
if verbaose:
print °’input:’, f
# read in oll results (except first header linc)
fh = open{f,’'r?)
results = [1.split{}) for | in fh.recadlines ()[1:]]
fh.clase ()
# write a gruplot—friendly header for caeh rcalizetion
fout . write{*# %s \n® % [)
# write o,y location und time
for pt in resulis:
# convert from I,J to z,y
x = float (pt[1])xdx + x0
¥ = y0 — float (pti2})=dy
# conwvert fram 7.75-m to §—m Culebra
t = float{pt[D])/T.7T53%4.0
fout. write (7%.1£,%.1%,%.8Be\n* % (x,¥,t))

# 2 blank lines between cach reaglization
fout. write(*\nyn?)
fout. close ()

# nomining case
r='RD"
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if verbosc:
print 'ouwtput:',fonominingout
fout = open{fnnominingout, 'v’}
for f in glob(*/’ . join ([r, 'r???’ ,fndtrkout])):
if verbose:
print ’input:? ,f
fh = open(f,'r’)
results = [l.split () for | in fh.readlines(){1:}]
fh.close ()
fout . write{’# %s \n* % f)
far pt in results:
x = float{pt[1])*xdx + =0
¥ = y0 — flaat{pt[2])=dy
t = float{pt[0])/7.75*4.0
fout . write("%.1£,%.1£,%.8an’ % (x,y,t)})

fout . write (*\n\n?)
fout.close (}

Page 127 of 139



10

12

14

22

24

2g

L

30

32

34

34

40

42

44

4G

HR

ag

62

64

513}

G8

T0

Te

T4

76

Analysis Report for the CRA-2009 PABC Culebra Flow and Transport Caleulations

A4.8 Python script extract_dtrkmf.lwb_travel times.py
A4.8.1 Input File

401700.0  3597100.0
100.0  100.0

dtrk.ount
wipplwh_results_nomining , ous
wipplwb_results .out _.sort
True

A4.8.2 Script

# extract the final time from each DIRKMF output file. Thia corresponds
# to the trawvel time from the relcase point at the center of the

# waste panels (C—2737) to the WIPP LWB,

#

# INPUTS: 700 DIRKMF oulput files (600 mining + 100 no—mining)
# OUTPUTS: 7 swmmary files with lrawvel time to cross WIPP LWH

# and x,y location of eronssing point.
# 7 aummory filee with cumulative probability, travel
# time to the WIPP LWB, files sorted by irewvel time.

from glob import glob
from sys import cxit ,argv

190 Y
(R i A I

R R R N ST S IR R B R 3 A DR N N 8T ]
G TR I T AT

3 rea& Jilni?ut data
try:
# input name has same nume as script ending with ”.in
serfname = argv{0]
inpiname = scriname.replace{’.py*,?.in?)
fin = open{inpfname,’'r’)
except IOError:
print °*ERROR: Y& input file *%s" not found.’® %({scrinamc ,inpfnama)
exit (1)

” " »

instead of ".py

# grid origin for dirkmf I,J —> UTM NAD2Y ¢,y converaion

x0,¥0 = [float(x) for x in fin.readline (). ratrip (}.split{)]

dx,dy = [flosat(x) for x in fin.readline{).vrstrip (). split{)]

fadtrkout = fin.recadline (}.strip{) # dirkmf autput filenome

innominingout = fin.readline ().strip () # onutput filenama

fominingout = fin.recadline ().strip ().split() # prefiz & suffiz of output file
verbose = fin.readline {).strip ()

verbose = verbose{l] = T’ or verbose{0] == *¢:

if verbosc:
print ’echo input’
print ’=ssss=====sm===s==="
print *x0,y0’,x0,y0
print “dx,dy’,dx,dy
print °’fndtrkout’' fndtrkout
print ‘faoominingout’ ,fnnominingout
print ‘faminiogout',fominingout

print f===—==s=ssccc=m===w
IR R RTINS TRT R BI R BN BRI IR R IR R T RN R IR NN IR ETE)
#2 7 I IR I i HHTATN

# loop over all the mining scenrarios
for r in ['R1’,’RZ' 7R3’ |:
for scen In [*fuli:,’part’]:
ofn = fnminingout 0]+ _7+r+’_*+scen+fominingout [1]
if wverhose:
print ’output:’, ofn
fout = open(ofn,’=’)
for d in glob{*/’.join{[r,scen,’r?77°])):

# open file, get last rew (t,cel,row,...)
ifn = d +:/'} fodtrkout
if verbosc:

print ‘*imput:’',ifn
{in = apen{ifn ,'r*)
pt = fin.readlines{}[—-1].split ()
fin.close {)

# dave coordinates of exgit point
% float (pt[1])=dx + x0
¥ y0O — float (pt[2])=dy

Il

# suve ftravel time {(coverting to 4m thick Culebra
# from T.75m MODFLOW resutls)
t = float(pt[0])/7.75+4.0

fout . write{’%.8e,% . 1% ,%. 11 ,%a\n? %% (t,x,¥.d[—4:])}

# write each 108 realizations fo different file
faut . close {}

# the non—mining acenario
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r=°R0°?
if verbase:

print ’output:’ . funominingout
fout = open{fonominingout ,'w?*)
for d in glob(r47/r777°):

ifn =d +*/'+ fndtrkout
if verbose:
print ’input;’,ifn
fin = apen(ifn ,’r?)
pt = fin.readlines (){ —1).split{)
Fin . close ()

x float (pti{l])=dx + x0
¥ v — float (pt[2])=dy
t = float (pt[0])/7.75+4.0

fout.write(*%.8e,%.1£,%.2£ %80’ % (t,x,y.d[—4:]))

fout . close {)

# reed duta beck in and pre—preccss for making CDF figures

ar = 100 # number of rcalizations

# cumulative probability wvector

p = [float(j+1)/float(nr) for j im range(nr)]

# add first column with cumuletive p

# and sari eech column from shortcst te
for ifn in glob(fominingout (0} +**’+fnminingout[1]):

fin = open{ifn,’r’)

t = [(float (line.split(',?}[(0]), line

fin.close ()

# this sorting approach taken from Pythen Library refcrence

tmplist = [{x[0],x) for x in t]
tmplist.sorct ()
t = ix for (key.x) Im tmplist]

ofn = ifn.replace (faminingout (1], fnminingout [2])

if verbose:
print ifn,’->' ,ofn

# give sorted files o different exentsion

fout = opan{ofn,’w’}
for prob,(time ,namec} in zip(p,t):

fout . write(*%.2f,%.8a,%s\n* % (prob,time ,name))

fout . close ()

.rstrip{).split{:,*){—1)}} for line in fin]
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A4.9 Python script 100x100_to_50x50.py
A4.9.1 Input File

284 307 100

../ Inputs /AP114_Task7/data/

clev_top.mod <¢lev_bot .mod

elev_top .mod.50  elcv_bot .mod.50

init.-head .mod

init_-head .mod.50

Sdata/

init_bnds.inf init.bads_part.inf init_bnds_full.inf

init-bnds . inf.50 init-hnds_part.inf.50 init_-bnds.full.inf.50

../ Inputs/AP114_TaskT/Outputs/

madelted A _field . mod modeled_R_ficld .mod modeled.S_ficld .mod
modeled_A_field .mod.50 modeled_R_field .mod.50 modeled_-S_ficeld.mod.50

%.11e
True

A4.9.2 Script

# this acript crpands the MODFLOW input files from the

#
# INPUTSE: 2 integer IBOUNIY arraya

2 real tep/hottom elevation urrays
1 real starting head array

2 integer espunded (F0x50m) IBOUND wrrays
2 expanded real top/hottom elevalion wrrays
1 ezpanded recal stavting head array

R
Q
g

from glob import glob
from itertools import chaiu,izip
from sys lmport exit,argy

A LI A Al g NI T Iy TNy
e o g s b O e
# read input defao
try:
# input neme has some name as seript ending with 7.
scriname = argv [0]
inpfoame = scriname.rvcplace(’.py”,'.in"}
fin = open{inpfname, 'r’)

except IOError:

modcled _K_field . mod
modeled _K_field .mad. 50

100xi00m grid
# used in AP-14{ to the 50z50m grid wsed by SECOTPED (AP—145)

in

»

2400 expunded real paremeter fields ard associated directory structure:

n "

. instead of ".py

print *ERROR: %s input £file "%s" nat found.' %{scrfname,inpfname)

exit (1)
# columns, rows, and realizationa in 100zI100m MODFLOW model
ox,uy.nf = [int(x) for x in fin.rcadline{).rstrip {).split ()]
pathMPF2Kdata = fin.readline {).strip{) # relative paths te AFPI11{ Tosk? files
fnelevin = fin.readline{).strip{).split(} # elevation files (input)
fnelevout = fin.readline{).strip {).split(} # " * {output)
foninitheadin = fin.readline (). strip () # starting head file (input)
fninitheadout = fin.readline {).strip () # 7 7 {output)
pathMF2Kdataout = fin.readline {}.s¢rip () # path to resulting modified arvays
fIBOUNDin = fin.rcadline (). strip ().split () # IBOUND arrays (input)
fnIBOUNDout = fin.readline {).strip ().sphit() # * * * (ouiputs)
pathMF2KOutputs = fin.readline (). strip () # path to AP114§ Task T Qutpuis
faficldsin = fin,readline {).strip (). spliv () # {A, R, S, K} fiels (input)
fufieldsont = fin.readline {).strip (). split () # ¥ * * {output)
ountimt = fin.readline (). strip () # valid Python format for MF2K output
verhose = fin.readline {).streip()

fin.elose ()

verhose = {verbose [D] = T+ or verbose[0] = *t*)

if verbose:
print ‘achs input’
Print ‘==ssssm---ssccc=ma=
print ’mnx,ny,nf? ,nx,ny,nf
print 'patbaMF2Kdata’,pathMF2Kdata
print ‘fnelevin’,fnclevin
print 'fnalaveut’®, frelevout
print 'fninitheadin’,fninithcadin
print ’fninitheadout® ,fninithcadout
print ’'pathMF2Kdatacut’,pathMF2Kdataout
print ’fonlRO0UNDin ' ,fnIBOUNDIn
print ’fnIBOUNDout ' mIBOUNDout
print ‘pathMF2KOutputs’® ,pathMF2KOutputs
prink ’fnfieldsin? . fnfieldsia
print ’fnfieldsout’,fnficldsocut
print ’outfrt’ ,outfmt

H P mmEmEmmm e m e o o
prlnt _____________ EE T T
nel = nx*ny
i 4 L G Gt i 11 A J2 A A0 Al AL (8 8 Sl gt it ol S AT A A A g
L ey b e e e

# define functions
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# only float{loed, seve} below converi from string to numeric values
# other functions only work with strings for increased speed and to

# eliminate possible changes in traeiling sigrificant figures from conversions

def matload{filenamc):
"""feads file (a 2D array) as a list of lists of strings.
Duter list i§ rows, ippner lists are columns.”"™"
f = open(filename,’r’)
m = [line.rstrip{).split() for line in f]
f.close ()
return m

def matsave{filecname ,m):
"""Writes file as a list of liets as a 2D array [passed in as 8trings)
Qutar 1list is rows, inner lists are columns
(¢olumn -major or C-style order).""*
f = open(filename ,*w')
for row im m:
f.write(’ *.join(row) + '\n*)
[.clase ()

del floatload{filcname):

"""Reads file (a list af strings, ome par raw)] into a list of floats."""

f = open(fitename ,’r*)
m = [float(linc.rstrip{}) for linc im f]
f.clase ()

return m

def floatsave {filename m):
“UhYrites file as a list floats, one value per row. """
[ = open(filename , v’}
f.write{*\n’ . join {[ontfmt % num for num in m]) + '\n'}
f.clase()

def wvecload (filename ):
"nvReads file (a list of real numbers, ane number each row)
inte a list {mo conversiond.™""

f = open(filename, ')
m = [line.rstrip () for line in f]
f.close ()

return m

def veesave(filename ,m):
"""Writes file as a list floats, omna valie per row."""
f = open{filenamec, 'w')
f.write(*\n’.jein{m) + *\n’)
f.close ()

# these 3 reshaping routines are generic
# they work on either strings, floats, or integers
def reshapem?2v (m):
"“"Rashapes a rectangular matrix into a vector in
rew-major (C-style) order™""
return list {chain{*m))

def reshapevm(v):
"“"Heshape a vecter that was previously reshapad in row-major
order fram a matrix, back into a matrix (here a list of lists)."""
m = [Nonel+ny
for i,(lo,hi) in enumcrate(izip{xrange(0, ncl-nx41, nx),
xrange(nx, necl+1, nx})):
m[i] = v[lo:hi]
return m

def douhlem(m):
"Y"create a matrix that is doubled in both rows and cols, with
entries copied from aach larger cell into tha 4 smaller cells
associated with it, """

md = {Nonej*(2+ny}

for i,row im enumerate(m);
drow = list {chain {+[{x,x) for x im row]))
mdi2x1] = drow

md{2xi+1] = drow
return ind

R NI R RIS N R EN 0 G T G O AL L AL Ll A A .
7. TITT T I 10 1 DA TR 3 7 TR I I I

# top and bottom elevations (double—precision vectors)
if wverbosc:
print ‘top/bat elevations’

inbased = pathMF2Kdata
outbased = pathMF2Kdataout

far fin ,fout in zip(fnelevin K fnclevout):
ifn = inbased + fin
ofn = outbased + fout
if vorbose:
print ifn,’->’,afn
vecsave (ofn  reshapem2v (doublem {reshapev2m {vecload{ifn)))))
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CAENGIERG

i A EE e T (0 ) B
# dnitiel / boundary head (douwble—precision vectors)
if verhaose:

print “initial head:®

infname = inbased 4+ fninitheadin
outfname = outbased 4 fninitheadout
if verbose:

print infnamec,’~>?  gutfname

mont = doublem (reshapevZm (floatload {(ininame)))
# build up emply "matrices"”

fact = []

res == {]

for j in range(2sny):
fact.append ([0.0 for x im range(2+xnx}})
ros.append ([0.0 for x in range(2snx)])}

# need to smooth and averuge heods along exterior boundarics,
# need to do cenversion to floats (aeveided elscwhere)

# first & last two rows (each boundary ecell converted to 2 cells)
for row In [0,1,-2,-1]:
delrah = )
& compute smeoothing factor
for p,v,n in zip{moutfrow][0: —2], mout[row][1: —1], mout[row][2:]}:
# one of these lwo terms =0, becuase neighboring values are copics
deftah . append(v—p + v—n)

# apply smoothing factor

for i in xraoge(l,lcn(mout|[row)) —1):
# factor 1/1 is distance between centers of smaller cells
# relative to distance between centers of larger cells

fact [row|'i] = - 0.25xdeltah[i—1]
mtout = gip (*mout)
# First 8 lust two columne :: 2ip(="list of lists ") essentially a transpose
for cal in [0,1,-2,—1]:
deltah = []

for p.v,n in zip{mtont{col][0: -2}, mtout{col]{l: 1], mtout[coi]{2:]):
deltah.append(v—p + v—n)

for i im xrange{l,len{mtout[col|) —1):
fact [i]fcol} = — 0.25sdcltah [i~1]

# apply fuctoers
for i,row im enumerate{fact };
for j.val in coumerate(row):
# don 't smooth transition bhetween Land surface constant head and
# that specified by the parametric surface
if abs{fact[i|[j]) <« 20.0:
ves[i][j] = fact[i][j] + mout{i][j]
else:
res [1}[j] = mous[3i][j]

# save results
floatsave{outiname ,reshapem2v(res))

&

# ibound arrays (intcger matrices)
if verbose:
print '

ibound’

for fin ,fout in zip(fMIBOUNDin{0:1],falBOUNDout [0:1]):
ifn = inbased + fin
ofn = outbased + fout
if wverbose:
print ifn,’->° afn
matsave {ofn , deublem (maiload (ifn)))

for fin ,fout in zip {(nIBOUNDin [1:], foiBQUNDout[1:]):
# these files were mining modified and are
# already in the "outpul® dirvectory
ifr = outbased + fin
afn = aountbascd + fout
if verbose:
print ifon,'-»',ofn
matsave{ofn ,doublem(matload (ifn)))

# AR and 5 fi
if verbosc:
print ‘anisotropy, recharge, and storativity'

inbascd = pathMF2KOQOutputs

# save mining—agnostic files in the RO/r??? set of sub—directories
outbased = *./R0/"*

REVEOENEE

. y
e (DP vecters, same for ell 3 inining scenarios)
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realizations = glob(inbased+'r?77+)
s
for r in realizations:
ezn = r.spbit{*/7)[—1] # get just the 'v#2%' part
for fin,fout in zip(fnfieldsin [0D:3], fnficldsout [0:3]);:
ifn = r +*/'+ fin
ofn = outbased + rzan +:/°+ fout
if verbose:
print ifn,?-»*,ofn
vecsave{ofn ,reshapem2yv (doublem (reshapev2m (vecload (ifn)1}))

R GG AEHOGHE
# K fields (different for each realizailion wsnd mining scenaric)
if verbose:

print ‘hydraulic conductivity®

# Rf1-3] are replicates (not including non—mining cese HKO)
# = is {full ,part} mining

# rPP? s T-field realization

realizations = glob(*R[1-3]1/*/r777/1)

for r in rcalizations:
# these files are already in . /Outputs, since they are modified
ifn = r + fafieldsin [3]
ofn = r + fnfieldsout [3]
if verbasc:
print ifn,’->',o0fn
veasave (ofn , reshapem2v (doublem { reshapev2m ( vecload {ifn )))))
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A4.10 Bash shell script run_50x50_modflow.sh

#!/ binfbash
verhose=Truc

# use absolute paths with In
path="‘pwd*
bascd=*‘dirname ${path}°

erfile=lmg.err.tmp
#set —o zTirace

mfexe=mf2k_1.6.rclease
#mfeze=mfek_dp_1.8. rclease

# sel o 2 minute timeout for LMG solver {usuwally runs in ~4 seconds)
ulimit -5 —t 120

if [ ${verbose} = True ]; then
echo "gcurrent dir:" §{path}
echo "base dir:" ${bascd}
fi

AL B LAY AL R B O Nl I Gl e Y AL A R A, g AL LR DR B
R TR II

# run m:i.lnin._q ’rr:.-ladt'_ﬁcd cases in,”;Jlt'rr:ctorées R!,R2 end RS
for r in {1,2,3}: de
for t in {"full" "part"}; do
for d in ‘cat ${bascd}/Inputs/kcepers.short ‘; do
cd RE{r}/8{t}/8{d}

if [ §{verbose} = Truc |; then
echo ’current dir:’ RE{r} ${t} ${d}

fi

# input files thaet are the same for cvery reolization
for f in ‘cat ${bascd}/Inputs/files .50°; da

Iln —sf &{bascd}/8{f}
done

# handle ibound array scparately
In —sf ${based}/Outputs/data/init_bnds_§{t}.inf.50 ./init-bnds.inf.50

# realizetion—specific files (not including K — use meodified one)
# were saved into the RO/r?7¢ subdirectory structure
for x in {R,A,S8}; do

In —sf ${based}/Outputs/RO/8{d}/modeled_§{x} _ficld .mmod.50
done

# make sure there aere no error files laying eround
if [ —s ${erfile} ]; then

rm —f ${erfile}
fi

# run MFZK with LMG soluver (fast, works 99% of the time)
if [ §{verbose} = Truc |; then
§{based}/Inputs/hin/${mfexc} mf2k_head_50.nam \
| tee mf2k_stdout.50
else

${bascd }/Inputs/bin/F{mfexe} mf2k_head_50.nam 3
>mf2k_stdout .50

fi

# there are two potential rewssons that MF2K mey necd to he re—run with ded
#

# 1) MF2K vuns to completion, but the solver doecs not conweorge

# grep has to be used to check for this statlement in the listing file
# 2) MF2K never finishcs, thercfore the timelimit must be

# used to kill MF2K, producing an error file.

# If either condition is met re—run with direct solver,

# which is very slow but alweys works

# check for end write out the type of failure

fail=0

if grep 'FAILED TG CONVERGE IN TIME STEP 1 OF STRESS PERIOD 1°' modeled_head_50. lst ;

fail=1
messg=non—converged
elif [ —s ${erfile} ]; then
fail=2
messg=timed—out
fi

if [[ 8{fail} > 0 ||: then
if [ ${verbase} == True |: then
echo ’Convergence problem’ ${messg} 'in:' R8{r} ${t} ${d} ’'usec DE4 solver’
fi

In —sf ${based}/Ousputs/modflow/nfZk_head_50.ded.nam

then
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In —sf ${based}/Inputs/mf2k_culebra.ded

ulimit -8 —t unlimited
# concatenate log file to the end of other file
§{based}/inputs/bin/${miexe} mf2k_head_50.ded . nam Y
»milk_stdout .50
ulimit -5 —t 120
fi

ed /.. /..

done
done
done

# wnsct [imit set ot top of script
ulimit —§ —t unlimited
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A4.11  Bash shell script convert_rename modflow_50x50_budget.sh

#/bin/bash

# this script traverses the direclory structure, converting
# the 50z50m MFZK budget files to ASCII format, and

# copics them te e commen dircetory [renaming them uniquely),
# then zipa up the budget files for fip trensfer to VMS

verbose=Truc
buddir=modflow.50x50_budgets

if | —d ${buddir} }; then

echo "budget destination directory exists"
else

mkdir ${buddir}
ri

# copy output from cech of 600 directories to common dircetory
# renaming files using directory structure
for r in {1,2,3}; do
for t in {’full ’, part’}; da
indoex=0

for d in °

cat ../Inputs/kecpers_shart ‘; do

# tnerement connter
let index++

# save a zero—padded integer s a string for writing s filename
fef~‘printf “%03d" ${index}"

cd RE{r}/E{t}/$(d}

# link local versions of python script aend its input filc
In —sf ,./../../../Inputs/budget_-bin2ascii.{py,in}

# Tur binary —> ascii Python converter script
python bhudget_binZaseil.py

# use F and P like VMS is expecting

if [ ${t} == full ]; then
typ=F
else
typ=F
if [ ${verbose} = Truc ]; then
echo "current dir;" ‘pwd‘ “-~> MF2K_PABCO9_R3{r} _Ms{typ)}_FS${fff}.o00T"
fi

# move ascii file to eommon directory while modifying file name
# to conform to what VMS cxpects
mv modeled_-flow_50. asciibud

cof oo f-. /8{buddir}/MF2K_PABCOS.RS{r} MS{typ}-FS{ ff{ } .OUT

ed ../../..
done
done
done

# zip up files by replicete, for easier transfer fo VMS.
# The files are >2CB oll zipped up, so it has to he
# broken into three filesd to atey below that 32— hit file—aize limit

##cd B{ buddir}

##for rep in {R1.R2, R3}; do

#E # Ffoslest compression is good enough, therfore use —1
## # -T tests the archive after crealing it

##  zip —T1! modflow_budgets_${rept MF2K.PABCOIS] vap} _».OUT
#Eédone

#ed L,
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A4.12 Python script budget.bin2ascii.py
A4.12.1 Input File

maodeled_flow . bud
%24.16¢

modeled_flow . asciibud
Truc

A4.12.2 Script

# this script reads in the binery MODFLOW budget filcs , seved in
# the compact formot. ASCH arruys (with one blank line between them)
# for "FLOW RIGHT FACE? and "FLOW FRONT FACE” (qx and gqy) are saved to [file

#

# INPUT.: MOFLOW binary budget file

# OUTPUT: ASCII file with gz and gy matricies

#

AN this seript essumes one laper in binery Jfile , if there is more then one
# the lest layer present will overwrite the previous layers in the ASCIT file
import struct

from itertools import izip
from sys import exit ,argyv

if __name._ == "__main__":
B L G AT Gt A gt L g it bt it b
IEYEEIr LA L L L L L L LK s EL LRI ¥
read input data
try:
# input name has same name as seript ending with ”.in”, instead of ".py”
scrfname = argv [0]
inpfoame = scriname. replace{’ . py’ .’ .in’)
fin = open(inpfname, 1)
except [QError:
print 'ERROR: %s input file "%s" not found.’ %(scrfnamec,inpfname)
exit (1)
fnbinaryin = fin.rcadline{) . strip() # MODFLOW binary budget file
outfint = fin.creadline {).strip () # desired ASCIH format (wvalid Pyihon format)
fnasciiont = fin.readline{).strip () # ASCIT output filc
verbose = fin.readline {).strip ()

fin.close ()

verbose = verbose [0] = *T’ or verbosc[0] == g’

if verbose:
print ’acho input?
print ' E=mssscras sz ===
print ’fnbinaryin’ ,fnbinaryin
print 'outfmt’ ,putimt
print ‘fnﬂ.ac:.:l.out’ fnaacuout
print ‘==zscszzssssssss=s===

# d{‘_f'l.ﬂ.(’ r'Iu.q'; r:m.d _fuﬂ.r'hons ﬂPFde PJFIU'u:

class FortranFile{[lile):

def _.init._(self ,fname, mode="r:, buf=0):
filc...init._(sclf, fname, mode, buf)
self ENDIAN = *<' # little endian
self.di = 4 # default integer, nsuelly 4§ bytcs, might be & on 6{—bit platform
self.dr = 4 # default real, double—precision is 8 bytes, single is 4

def readReals(self):
"""Read in an array of reals {default precision) with arror checking
prac=d js ‘'doubla precision’ or Bd-bit reals, while prec=f is ’single-
precision’ with 32-bit realg."""
if self . dr = &:
rec:’d.’ # double
alif self de == 4:
prec=71*' # float
else:
print ‘incorrectly specified dafanlt raal’
exit (1}

b = struct.unpack{self .ENDIAN}'i! ,self .read (self.di))[0] # read header
data_str = sclf.read(h)
if h % self.dr 1= 0:
raise [OError(’Error reading array of reals frox data file’)
num = h/self.dr
reals = struct.unpack(sclf .ENDIAN+tstr (mum)+prec ,datastre)

if struct.unpack(self ENDIANY.’ 1’ ,se¢lf .read(sclf.di)}[0] '= h: # cheeck against fooler

raise 10Error{'Errer reading arrsy of remls from data file’)
return list {rcals)

def readlnts{sell}:
"""Read in an array of intagers with error checking"""
h = struct.unpack(’i’,scif.rcad(self.di 1)[0] # read header

modiftiad from May 2007 Enthought -dev mailing list post by Neil Martinsen ~-Burrell"""
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data_str = self.read(h)

ten-int = struct.calesize {747}
if h % len_int !'= 0:
raise IOError{’Error reading array of integars fror data file’)
num = h/len_int
ints = struct.unpack{str(num)+’i’,data_str}

if struct.unpack(self .ENDIANY*:i® self.rcad{self.di}))[0] '= h: # check against footer
raige IOError{’Error resding array of integers from data file®)
return list (ints)

readRecord (self ):
“""HRead a single fortran record [potentially mixed reals, ints, and characters)"""
dat = self.rcad{self.di) # read header
if len(dat) =— 0:
raise IOError(’Enpy record header')
h = struct.unpack(self ENDIAN+ i’ ,dat)[0]
data_str = self.read(h)
if len(data_str} != h:
raise IOError{'Didn’’t read encugh data’)
check = self . read{seclf. di}
if len{check) '= self. di:
taise [QError{’Didn’’t read encugh data’)
if struct.unpack(self ENDIANJ’1° ,check)[0] !'= h: # check against footer
raise [OError{’Error reading record from data file?’)
return data.str

def reshapevZm{v,nx,ny):
"""Reshape a vector that was previously reshaped in C-major order from a matrix,
back inte a C-major order nmatrix (hare a list of lists). "

m =
n =
for

{Nonc)«ny

nxoxny

i,(lo,hi) in enumecrate(izip {xrange(0, n-—nx+1, nx}, xrange(nx, n+1l, nx))):
mli) = vilo:hi}

return m

def floatmatsave({filchandle ,m):
"""Yrites array to apen filehandle.
Quter list is rows, inner lists are columng.,"""

for

row im m!
f.wsite{*?  join (loutims % col for col im row]) + *\n*')

I w) RN DN NNy

AL b iy
TR TRy L B 77 T T

A LI b A e g
7 7T £

if __name.. = "__main__":

# open binary file
ff = FortranFile(Ifnbinaryin)

# formoet of MODFELOW header in binery budget file

fmt

= *<2i16e3i’ # little endian, 2 integers, 16—character string, § integers

while True:

try:
# read in heoder
h = ff.readRecord ()

excopt [OError:
# exit while loop
break

else:
# unpack header
kstp ,kper . text ,ncol ,nrow,nlay = struct.unpack{fmt,hn)
if verbose:
print kstp ,kper ,text , ncol ,arow ,nlay

# second heeder read but not nceded
throw_away = ff.readRecord{)}

if text.strip(}) = *FLOW RIGHT FACE':

qx = ff.readReals ()

assert len{qx) = nrow=ncol, 'gx array is not axpectaed size; check binary format’
elif text.strip() == 'FLOW FRONT FACE®:

qy = ff.readReals ()

assert len{qy) == nrow=ncol, ’‘qy array is not expectad size; check binary format'
else: # text.slrip() == 'CONSTANT HEAD® (ond potentially other cases)

num = ff.readlnts {){0]

# there are "num”™ Constant head records consisting of default integers

# and reals ({ or & bytes each),

# padded fore and aft by defauilf intetera (§ bytes each on 32—Dbit)

# second argument te deck (1) imcates a seek relative to curremt pasition

jump = nums (3« £f. di + fF.dr)
if verhose:
print ’nun:’ num,®jurp:’,jump
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ff.seek(jump,1)
ff.close ()

# save ASCIT file

f = open{fnasciiout ,’w?)

floatmatsave (f,reshapev2Zm (gx, neol . nrow))
f.write( n’)

floatmatsave (f ,reshapev2m(qy, ncol ,nrowj)
f.close ()

Page 139 of 139





