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EXECUTIVE SUMMARY

This hydrogeologic modeling study has been performed as part of the
regional hydrologic characterization of the Waste Isolation Pilot Plant
(WIPP) in southeastern New Mexico. The study resulted in an estimation of
the transmissivity distribution, hydraulic potentials, flow field, and
fluld densities in the Culebra Dolomite Member of the Permian Rustler
Formation at the WIPP site.

The three-dimensional finite-difference code SWIFT II was employed for the
numerlical modeling, using variable-fluid-density and both single- and
double—porosity formulations. The variable-fluid-density approach does
not, at this stage, include changes in brine density within the model due
to local reaction, such as halite dissolution. The spatial scale of the
model, 12.24 km by 11.70 km, was chosen to allow simulation of a 62-day
pumping test, conducted in fall 1985 at the H-3 hydropad south of the
center of the WIPP site. The modeled area includes and extends beyond the
WIPP controlled zone (Zone 3).

The work performed consisted of modeling the hydrogeology of the Culebra
using two different approaches: (1) steady-state modeling to develop the
best estimate of the undisturbed head and fluid-density distribution,
l.e., of the situation prior to sinking of the WIPP shafts, which began in
1981; and (2) superimposed transient modeling of local hydrologic
responses to excavation of the three WIPP shafts at the center of the WIPP
site, as well as to various well tests. Boundary conditions (prescribed
constant fluid pressures and densities) were estimated using hydraulic-
head and fluid-density data obtained from 40 wells at and near the WIPP
silte. The transient modeling response in the interior of the model was
superimposed on the steady-state baseline utilizing the same boundary
conditions.
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The initial spatial transmissivity distribution in the Culebra dolomite
was obtained using kriging techniques. The resulting initial steady-state
model was calibrated against the observed formation pressures and observed
fluid densities. Calibration parameters were the prescribed boundary
conditions and transmissivities.

The resulting spatial transmissivity distribution 1is char’écter’ized by a
high-transmissivity zone extending between the H-11 hydropad (within the
WIPP control zone) and the southern model boundary, which is outside the
control zone. Modeled transmissivities within thils zone are as great as
2 X lO_Ll m2/s. Inclusion of this high~transmissivity zone 1s necessary in
the model to obtain the relatively low freshwater heads observed at both
H-11 and DOE-1. The location of the zone 1s constr'ainéd to be east of
hole P-17, because placing it further west, between holes H-4 and P-17,
does not result in satisfactory agreement between observed and calculated
freshwater heads. The final transmissivity distribution 1is also charac-
terized by a relatively large area of low transmissivities (less than
approximately lO'6 m2/s). This area is mainly near the center of the
site, and includes holes H-1, H-2, WIPP holes 12, 18, 19, 21, and 22,
P-18, and H-5, in addition to the WIPP shafts.

After calibration of the steady-state model against the best estimate of
the undisturbed freshwater heads, the remaining difference between
observed and calculated heads is less than l.1m for all well locatlons.
Given the uncertainty assoclated with observed heads, the calibration is
considered satisfactory.

Formation-fluild densities within the modeled area range fram 1.00 to
greater than 1.10 g/cm3. Assuming no 1internal reaction and complete
conf'inement of the Culebra, it was not possible to calibrate the steady-
state model completely against the observed densities. Although the final
differences between observed and calculated densities are generally less
than 0.01 g/cm3, a difference of about 0.04 g/cm3 remains at and near well
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P-17, with the measured fluid density exceeding the modeled value. In
addition, 1t was 1impossible to reproduce fully the north-to-south decrease
in formation-water density observed in the western part of the model
area. In this area, modeled fluid densities exceed those measured. One
reason for these 1inconsistencies may be that the hydrogeology of the
Culebra 1is influenced by vertical fluxes into or out of the unit, from the
overlying Magenta Member (by way of the intervening Tamarisk Member)
and/or from the underlying unnamed member of the Rustler or Rustler/Salado
contact zone. Another possibility 1s that boundary conditions for the
modeled area are transient on the time scale required for fluid flow.

In order to investigate the possibility of vertical ground-water flow into
the Culebra dolomite, scoping calculations were conducted for two areas:
(1) the vicinity of P-17; and (2) the western portion of the model area
(south of H-6 and west of H-1). Based on these calculations, a high-
density (highly-saline) flux from the Rustler-Salado residuum, through the
unnamed lower member of the Rustler, into the Culebra appears possible at
and near P-17. The order of magnitude of the volumetric flux is estimated
to be about 1.8 x 10712 m/s, or 0.1 1l/min, distributed over an area of
1 km2. The simulations at P-17 indicate that an even smaller flux of
high~density brine can significantly influence the calculated density
distribution. In fact, glven the estimated vertical head distribution at
P-17, a low hydraulic conductivity of less than 10712 m/s had to be
assigned to the unnamed member of the Rustler to avold affecting fluid
density within the overlying Culebra. Alternatively, there may be an
unresolved problem with the well completion at P-17. In the western model
area, a low-density (slightly-saline) flux downward from the Magenta dolo-
mite (via the intervening Tamarisk Member) into the Culebra 1s possible,
consistent with sparse head-potential and brine-~density data from the
Magenta. Depending on the transmissivities assumed for the Magenta and
Tamarisk, a vertical flux of 5 x 10712 m/s, or 0.3 1/min per km2, seems to
be possible.
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After final calibration of the steady-state model, the followlng drilling
and testing activities at the WIPP shafts and well 1locations were
incorporated into the model and superimposed onto the steady-state head
distribution: (1) a simplified but complete shaft history since 1981;
(2) three pumping tests and a series of slug tests conducted at the H-2
hydropad in 1982 and 1984; (3) the H-3 convergent-flow tracer test
conducted in 1984; (4) the H-3 step—drawdown test conducted in 1985;
(5) the H-3 multipad pumping test 1in 1985 and 1986; and (6) the
convergent-flow tracer test at the H-4 pad conducted between 1982 and
1984, The hydraulic situation in the Culebra dolomite was simulated for
the period from January 1, 1981 to December 31, 1986.

The transient simulation generally resulted in good agreement between
model-calculated and observed long-term freshwater-head histories at the
shaft and well locations (e.g., H-1, H-2, H-3, DOE-1, and H-11). This
indicates that the transmissivity distribution 1in this region 1is
realistic. It was not possible, however, to reproduce the short-term
observed transient head responses at the shaft location and nearby wells
(WIPP-21, WIPP-22, and WIPP-19) to the H-3 multipad test without assuming
additional leakage from the Culebra dolomite into the waste-handling
shaft. Thils assumed increase in leakage results in much better agreement
between calculated and observed pressures. Thus, it seems likely that the
observed freshwater heads near the WIPP shafts in fall 1985 and the first
half of 1986 were influenced by two partially concurrent events: (1) the
H-3 multipad pumping test; and (2) additional leakage in the waste-
handling shaft.

A sensitivity analysls using the double-porosity flow conceptualization of
SWIFT II was conducted to assess the possible impact of dual-porosity
behavior on model results. For the purpose of regional estimation of the
ground-water flow fileld and head distribution, the double-porosity
conceptuallzation does not provide significantly different results from
those obtained using the single-~porosity approach.
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The modeling study discussed in this interim report 1s based on the trans-
missivity data avallable as of April 1986 as well as on the hydraulic-head
data avallable as of August 1986. The next step of the modeling study
wlll incorporate more recent transmissivity and hydraulic-head data. In
addition, the model area will be enlarged and the model will be calibrated
to the results of a second (northern) multipad pumping test to be
conducted early in 1987. The final results of the latter modeling study
wlll be available early in 1988.
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1.0  INTRODUCTION

The modeling studies of ground-water flow in the Culebra Dolomite Member of
the Rustler Fommation reported here have been performed as part of the
regional hydrologic characterization studies for the Waste Isolation Pilot
Plant (WIPP) site in southeastern New Mexico (Figure 1.1). The site
characterization studies are being conducted in accordance with the
Consultation and Cooperation Agreement between the U.S. Department of
Energy and the State of New Mexico as part of the evaluation of the
suitability of bedded salt of the Salado Formmation for isolation of defense
transuranic waste. The regional hydrologic characterization studies are
being coordinated by Sandia National Laboratories on behalf of the
Department of Energy.

1.1 Objectives
The objectives of this report are to:

(1) document the hydrogeologic data base for the Culebra dolomite at
the WIPP site (including Culebra elevations, transmissivities,
fluid densities, frestwater heads, and hydrologic stresses during
the period 1981-1986);

(2) develop a oonceptualization and modeling strategy for describing
ground-water flow in the Culebra;

(3) present the calibration approach and results for simulating ground-
water flow in the Culebra under undisturbed hydraulic conditions
and during the transient period (1981 to 1986) resulting from shaft
activities and well tests (in particular, the H-3 multipad pumping
test);
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(4) present the results of sensitivity analyses to assess the impact of
vertical fluxes to the Culebra on the freshwater head and fluid-
density distributions;

(%) present the results of calculations and analyses to assess the
impact of double-porosity flow on the transient behavior of the
simulated hydrogeology in the Culebra dolomite.

The spatial scale for the numerical model utilized in this study was
chosen to allow a qQuantitative evaluation of the H-3 multipad pumping
test and to allow a preliminary assessment of ground-water flow in the
Culebra at the WIPP site. As such, it encompasses the WIPP site and its
immediate surroundings. The model 1is vrelatively detailed since it
includes the area containing the majority of the available monitoring and
test wells in this region.

1.2 Previous Modeling Studies of Ground-Water Flow in the Culebra
Dolomite

Various modeling studies of ground-water flow at the WIPP site have been
conducted since 1978, with particular emphasis on the Permian Rustler
Formation. These studies are presented in:

e Final Envirommental Impact Statement (FEIS), U.S. DOE (1980) and
WIPP Safety Analysis Report, U.S. DOE (1981);

e Cole and Bond (1980);

e D'Appolonia (1980);

e Barr et al. (1983).

The approximate areal extent encompassed by these models is illustrated
in Figure 1.2.
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The modeling studies presented in the Final Envirommental Impact State-
ment and the WIPP Safety Analysis Report (SAR) were conducted by INTERA
during the period 1977-1980. The objectives of these studies were to:

(1) check consistency or lack of it between various sets of hydro-
geologic data;

(2) calculate the extent of communication (vertical permeabilities)
between various hydrologic units;

(3) delineate heterogeneities (i.e., spatial variation of permeability)
existing within each geologic fomation;

(4) determine potentials and/or hydraulic conductivities in areas where
data are lacking;

(5) determine boundary conditions for 1local scenario and nuclide-
transport modeling.

The hydrologic data base of the above-mentioned study was obtained
principally from Mercer and Orr (1977) which summarized data existing
through February 1977 and fram a draft USGS report to Sandia National
Laboratories containing the results of well tests and permeability
estimates at the WIPP site. The hydrogeologic wnits included in the
modeling studies were the Rustler Formmation (conceptualized as a single
hydrologic unit), the shallow-dissolution zone along the Rustler-Salado
interface in Nash Draw, the Delaware Mountain Group, the Capitan Reef,
the Salado Formation, and the Castile Formation.

Cole and Bond (1980) conducted a benchmark check of the modeling studies
conducted by INTERA for the FEIS. Their work was performed on behalf of
the Office of Nuclear Waste Isolation (ONWI). They utilized the same
data and conceptual model, but a different numerical model, for their

assessments. Their model, denoted VTT, is a two-dimensional multilayer
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model which solves the Boussinesque equations for ground-water flow and
allows hydraulic communication between layers. with an interaquifer
transfer coefficient. The results of their modeling studies showed a
very close correspondence to results obtained using the INTERA model.

D'Appolonia (1980) conducted modeling studies of the WIPP site with the
objectives of:

(1) verifying the basic calculational procedures Iimplemented by INTERA
in the SAR report for the analyses of breach and transport events;

(2) evaluating the sensitivity of the results to basic hydrogeologic
and geochemlcal parameters and source-term inputs; and

(3) reviewing the data base used to define the input parameters.

In these studles, the Rustler Formation and the Bell Canyon aquifer were
modeled individually with separate model grids and simulations. Overall,
their results and conclusions pertaining to these studles were consistent

with the previously conducted studies.

The model developed by Barr et al. (1983) had the principal objectives
of:

(1) simulating the freshwater potential surfaces for the Magenta and
Culebra dolomites;

(2) estimating rates and extents of migration of ideally nonsorbing
contaminants injected continuously 1into the Culebra and Magenta
dolamites without disturbing the calculated head distribution.

1-4
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The model area was selected to include the region containing most of the
hydrologic study wells and most of Nash Draw. The Culebra and Magenta
dolomites were modeled separately using an anisotropic two-dimensional
model, ISOQUAD. The hydrogeologic data base consisted primarily of
Mercer (1983) and Gonzalez (1983 a,b). Results of this study indicated
slower ground—watér movement than calculated in previous studies.

1.3 Present Approach to Modeling of Ground-Water Flow in the Culebra
Dolomite

The modeling studies of the Culebra presented in this report deal
specifically with a spatial scale suitable for interpreting the H-3
multipad pumping test and a transient period encompassing the period from
the excavation of the first shaft at the WIPP site in mid-1981 until late
1986. The model-grid area is illustrated in Figure 1.2. The model
boundaries were chosen at distances sufficiently far from the H-3
hydropad so as not to be within the region affected by the pumping at the
H-3 hydropad.

The modeling methodology consisted of the following steps:

(1) developing and documenting the hydrogeologic data base (i.e.,
Culebra thicknesses and elevations, transmissivities, equivalent
freshwater heads, fluid densities, and hydrologic impacts of the
shafts and well-testing activities);

(2) employing kriging techniques to analyze the transmissivity data
base and to estimate the initial transmissivity distribution of the
model . Kriging techniques were further used during the calibration
process in order to maintain statistical consistency between the
measured transmissivity data of the Culebra and the transmis-
sivities implemented in the model;
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(3)  simulating steady-state flow under undisturbed hydrologic
conditions (i.e., prior to installation of the first shaft). This
simulation was conducted in two stages: (a) calibration of the
model for the estimated freshwater-head distribution only, and
(b) calibration of the model for both the freshwater-head
distribution and the fluid-density distribution;

(M) simulating the transient response in the Culebra, during the period
1981 to 1986, resulting from the excavation and sealing activities
of the WIPP shafts and the major hydraulic- and tracer-testing
activities of the regional hydrologic characterization program.
The transient model utilizes the pressures and brine concentrations
of the density-calibrated steady-state model as initial conditions.
The transient events are implemented and the calculated and
observed freshwater heads are compared for selected wells;

(5) conducting a 1limited sensitivity analysis of the effects of
vertical fluxes to the Culebra and the impact of double-porosity

flow on the transient model simulations.

This study is an interim step toward a more comprehensive modeling study
characterizing the regional hydrogeology of the Rustler Formation at the
WIPP site. The next step in the modeling study, which will incorporate
results of both testing of individual holes through 1987 and of a second
(northern) multipad pumping test to be fielded early in 1987, will be
completed in early 1988,
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2.0  SITE CHARACTERIZATION

2.1 General

The WIPP site lies within the geologic region known as the Delaware
Basin and more specifically within the geographic region known as
Los Medaros. Both the Delaware Basin and Los Medafios region occur
within the southern section of the Pecos River portion of the Great
Plains Physiographic Province. Los Medafilos is a region of gently
sloping terrain which rises eastward from the Pecos River to the western
caprock of the Llano Estacado, located approximately U0 km to the
northeast of the WIPP site (Mercer, 1983).

2.2 Stratigraphy

The following stratigraphic summary is limited to a discussion of those
sedimentary units which crop out in and around the WIPP site. These
formations range in age from Permian to Quaternary as shown in the
geologic column illustrated in Figure 2.1. The Delaware Mountain Group
represents the Permian Guadalupian Series and is composed of a series of
fine-grained clastic rocks. In the WIPP area, the Delaware Mountain
Group consists of the Brushy Canyon, the Cherry Canyon, and the Bell
Canyon Formmations. The Bell Canyon consists of interbeded sandstone and
shale which represents the fore-reef facies of a massive Permian reef -
known as the Capitan Limestone. The Ochoan Series rocks overlie the
Guadalupian Series and contain a thick evaporitic sequence which accumu-
lated in the Delaware Basin during Permian time. The Castile Formmation
is the basal formation of the Ochoan Series and is composed principally
of anhydrite and halite with some carbonates and sandstones. Overlying
the Castile is the Salado Formation, which is composed of thick beds of
halite interbedded with anhydrite, polyhalite, dolomite, and clay. More
complete descriptions of the Salado Formation are found in Jones (1973,
1975). Overlying the Salado Formation is the Rustler Formation, which
is the most water-transmissive formation in the area (Mercer, 1983).

2-1
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The Rustler Formation has been divided into five separate members based
upon lithology (Vine, 1963). They are in ascending order: (1) the
unnamed lower member composed of massive siltstone overlain by alternat-
ing beds of halite, siltstone, and anhydrite; (2) the Culebra Dolomite
Member; (3) the Tamarisk Member composed of two zones of massive to
bedded anhydrite separated by a thick sequence of halite and siltstones;
(4) the Magenta Dolomite Member; and (5) the Forty-niner Member composed
of two thick anhydrite zones separated by a silty-halite unit, as in the
Tamarisk. The Rustler Formation lithology presented above represents
the lithological succession encountered in borehole P-18 which Snyder
(1985) believes to be a complete unaltered section. The Rustler
lithology varies across the model area. Further discussion of this
variability is contained in Section 2.U4. The Rustler Formation is
conformably overlain by the Upper Permian Dewey Lake Red Beds, a series
of interbedded siltstones and sandstones. These beds have prevalent

vertical fractures which are generally gypsum filled.

In the eastern portion of the WIPP site, the Dewey Lake Red Beds are
unconformably overlain by a Triassic clastic sequence deposited in a
transitional depositional complex of fluvial, deltaic, and lacustrine
enviromments. These units are collectively referred to as the Dockum
Group.

Overlying the Dockum Group, where present, and the Dewey Lake Red Beds
in the WIPP site area, is a sequence of poorly sorted continental
deposits of Quarternary Age. These are, in ascending order, the Gatufla
Formation, the Mescalero Caliche, and Recent Alluvium and other
surficial deposits. The Gatuia Formation consists of a sequence of pale
reddish-brown terrestrial sandstones and conglamerates which were laid
down after a maximum cycle of erosion within the Pecos River Valley
during a much more humid pluvial time (Bachman, 1980). Izette and
Wilcox (1982) dated an ash bed in the upper portion of the Gatufia as
middle Pleistocene (600,000 yrs. B.P.) by mineralogy and fission-track
dating.
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Overlying the Gatuffa Formation is the Mescalero caliche which is a
pedogenic caliche formed in the C horizon of a paleosoil during a
tectonically and climatically stable period following the deposition of
the Gatufia Formation (Bachman, 1980). The Mescalero caliche has been
dated as being Pleistocene (510,000-410,000 yrs. B.P.) through uranium-
series disequilibrium techniques (Bachman, 1980). Overlying the caliche
are a series of Holocene surficial deposits which consist of sheetlike
deposits of surface sand, sand soil, and sand dunes.

2.3 Regional Hydrogeology

In this report, the discussion of the regional hydrogeoclogy will be
limited to the Rustler Formation and the uppermost Salado Formation.
There are three significant water-transmissive horizons above the waste-
emplacement horizon located in the Salado Formation. These are, in
ascending order, (1) the Rustler-Salado "contact" residuum, which varies
in position between the Rustler-Salado contact itself and a position
within the uppermost Salado Formation (in Nash Draw); (2) the Culebra
Dolomite Member; and (3) the Magenta Dolomite Member (Mercer, 1983).

The Rustler-Salado contact residuum is transmissive in some areas around
the WIPP site (Mercer, 1983). In Nash Draw and areas immediately west
of the WIPP site, the contact exists as a dissolution residue capable of
transmitting water. Robinson and Lang (1938) referred to this residuum
making up the contact as the "brine aquifer". As one moves eastward
from Nash Draw toward the Livingston Ridge surface, dissolution in the
uppermost Salado, at the Rustler-Salado contact, and within the unnamed
lower member of the Rustler Formmation decreases and the transmissivity
of this interval decreases. Transmissivities for the Rustler-Salado
residuum range fram 2.2 x 10710 to 8.6 x 1070 /s in Nash Draw and fram
3.2 x 10" to 5.4 x 1078 m?/s eastward from Livingston Ridge (Mercer,
1983). In the waste-handling shaft, no water inflows fram this interval

were observed during excavation and shaft mapping (Holt and Powers,
1984).
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The Culebra dolomite is considered to be the most transmissive
hydrogeologic wunit in the WIPP-site area. Mercer (1983) describes
ground-water flow within the Culebra as being southerly in Nash Draw and
south to southwesterly beneath the Livingston Ridge surface. Reported
values for transmissivity in the Culebra in the Nash Draw area range
fram 1.9 x 107 to 1.3 x 1073 m%/s (Mercer, 1983). Within the model
area, the transmissivity ranges from 2.1 X 1079 to 1.2 x 1073 m?/s
(Table 5.5). Hydraulic gradients in the Culebra at the WIPP site range
from 1.3 x 1073 to 3.8 x 1073 (Mercer, 1983). As a general trend, total
dissolved solids increase from west to east across the WIPP site and the
model area. For a more detailed discussion of the geochemistry of the
Culebra at the WIPP site, see Appendix E.

Ground water in the Magenta dolomite generally flows from the north
toward the westsouttwest (Mercer, 1983). In most areas east of Nash
Draw, and east and south of the H-6 hydropad, the Magenta exists as a
confined system with very low transmissivity (less than or equal to
4,3 x 1077 m2/s). The difference between Magenta and Culebra hydraulic
potentials generally increases eastward, with the Magenta having higher
potentials. In areas of Nash Draw, the Magenta is generally at water-
table conditions and may have a stronger hydraulic connection to other
units in the Rustler Formation. In other parts of Nash Draw, the
Magenta is unsaturated. Magenta transmissivities range as high as
3.8 x 1074 to 5.7 X 1074 n2/s immediately east of Nash Draw.

Although the Rustler-Salado residuum, the Culebra Dolomite Member, and
the Magenta Dolamnite Member are generally found to be the primary
transmissive units within the Rustler, zones of relatively high trans-
missivity have been tested locally in the Rustler Formation outside of
these horizons (Chaturvedi and Channell, 1985). In a few cases,
discrete argillaceous zones within the Forty-niner Member and the
Tamarisk Member have produced water at equivalent rates to the Culebra
or the Magenta upon testing (Mercer and Orr, 1979; Beauheim, 1986).
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2.4 Regional Dissolution and the Effects Upon Flow in the Rustler

Formation

Based upon observations of outcrops, core, and detailed shaft mapping,
the Culebra can be characterized as a fractured medium, at least
locally, at the WIPP site (Chaturvedi and Rehfeldt, 1984; Holt and
Powers, 1984). As the magnitude of fracturing and development of secon-
dary porosity increases, the Culebra transmissivity generally increases
(Chaturvedi and Channell, 1985). The presence and degree of fracturing
in the Culebra dolomite is thought to be directly related to the amount
of dissolution of halite occurring below the Culebra (Snyder, 1985).

Dissolution within the Rustler Formation is observed both at the surface
within Nash Draw, and in the subsurface at the WIPP site. Nash Draw,
located immediately west of the WIPP site, is a depression resulting
fran both dissolution and erosion (Bachman, 1981). In Nash Draw,
members of the Rustler are actively undergoing dissolution and locally
contain caves, sinks, and tunnels typical of karst morphology in
evaporitic terrain.

Bachman (1980) identified three types of dissolution occuring in the
Delaware Basin: local dissolution, regional dissolution, and deep-seated
dissolution, Local dissolution 1is near-surface dissolution where
surface or ground waters penetrate soluble strata through joints or
fractures, causing local dissolution and possible collapse and fill, as
well as dissolution features such as shallow caves above the regional
water table. Regional dissolution occurs when chemically unsaturated
water penetrates to permeable beds, where it migrates 1laterally,
dissolving soluble units which it contacts. On a regional scale, the
consequence of such dissolution appears to be removal of highly soluble
rock types, such as halite, combined with displacement and fracturing of
adjacent rocks. Deep-seated dissolution occurs well below the water
table, forming caverns within the rock.
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At the WIPP site, regional dissolution is thought to have occurred
within the Rustler Formation in the past (Snyder, 1985). However, there
is some controversy as to whether this dissolution front is still
active. Bachman (1985) feels that most of the dissolution in the
Rustler predates or occurred during a much more humid time (Gatufla Time)
in southeastern New Mexico over 500,000 years before present. Bachman
(1985) does suggest, however, that dissolution is still active in Nash
Draw and in areas very close to Livingston Ridge.

In the Rustler Formation at the WIPP site, most investigators feel that
a westward increase in regional dissolution is reflected by a decrease
in the number and thickness of halite beds and subsequent thinning of
the Rustler Formation (Figure 2.2). The stratigraphic level of the
first occurrence of salt is in the upper Rustler along the eastern
margin of the WIPP site, and progressively moves down-section through
the Rustler as one moves west. As the bedded halites are dissolved,
insoluble residues remain, forming beds of mudstones, siltstones, and
chaotic breccia with a clay matrix. Figure 2.3 shows a west to east
cross-section taken between wells P-6, H-3, DOE-1, and P-18. Halite
beds in the non-dolomitic members tend to be thin and grade westward
into the residuum. Although most investigators concur with the premise
that a dissolution front exists in the Rustler Formation at the WIPP
site (Cooper and Glanzman, 1971; Powers et al., 1978; Mercer, 1983;
Chaturvedi and Rehfeldt, 1984; and Snyder, 1985), there are investi-
gators who oppose this concept and believe that the westward decrease in
halite within the Rustler represents depositional limits (Lambert, 1983;
Holt and Powers, 1984). Holt and Powers (1984) reported that in their
detailed mapping of the Rustler in the waste-handling shaft, no post-
depositional dissolution features were identified.

Whether or not the dissolution front hypothesis is correct, there are
general trends associated with the presence or lack of bedded halite
within the Rustler Formation. As shown in Figure 2.2, as the presence
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of bedded halite within the Rustler increases, so does the thickness of
the formation. Generally, as the amount of halite in the Rustler
decreases, the transmissivity of the dolomitic members increases,
presumably as a result of increased fracturing of the units as a result
of halite removal and subsequent foundering and collapse of the more
campetent dolomite beds. In parts of Nash Draw, hydraulic potentials in
the Magenta and Culebra are essentially the same. As one moves eastward
onto the Livingston Ridge surface, the difference in hydraulic
potentials between these two units increases. This could represent the
increase in the effectiveness of the Tamarisk Member as a confining unit
(or aquitard) with decreased halite removal.
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3.0 MODEL CONCEPTUALIZATION FOR THE CULEBRA DOLOMITE

This chapter describes the conceptualization of the model in general.
It comprises a description of the computer code, a discussion of the
assimilation and evaluation of the hydrogeologic data base, as well as a
description of the basic model properties (e.g., extents, grid, physical
parameters, boundary conditions, etc.).

3.1 Swift IT Code Description

Having evolved from the U.S. Geological Survey Waste Injection Program
SWIP (Intercomp, 1976), the Sandia Waste-Isolation Flow and Transport
Model, SWIFT, has been continuously developed and maintained since 1975.
It is a fully transient, three-dimensional finite-difference code which
solves the coupled equations for flow and transport in geologic media.
The processes considered are:

- fluid flow
- heat transport
-~ ' dominant-species miscible displacement (brine migration)

- trace-species miscible displacement

Dominant-species miscible displacement refers to brine migration,
whereas trace-species miscible displacement applies to the transport of
solutes at concentrations not significantly affecting the fluid-flow
parameters and may include radionuclide-chain transport. The model was
developed for applications related to radionuclide transport and, hence,
the following discussions refer specifically to radionuclides. However,
the model is general and can handle the transport of any trace species
undergoing sorption or first-order losses.
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The first three processes are coupled via fluid density and viscosity.
Together they provide the velocity field on which the fourth process
depends (Dillon et al., 1978; Reeves and Cranwell, 1981; Finley and
Reeves, 1981).

In 1984, the capability of SWIFT was enhanced to include fractured
media, a free-water surface, and extended boundary conditions. The new
code was designated SWIFT II.

The SWIFT II model has been selected for interpreting the H-3 multipad
pumping test because it has a variable-density fomulation and is
designed to simulate flow and transport processes in both porous and
fractured media.

A comprehensive description of the theory and implementation of the
SWIFT II model was presented in Reeves et al. (1986a). Two other
documents related to the SWIFT II code have been published, namely a
data input guide for SWIFT II (Reeves et al., 1986b), and verification-
validation tests for both SWIFT codes (Ward et al., 1984).

Because of the comprehensive documentation already available, the
following sections are restricted to a brief discussion of the basic
equations used by SWIFT II (Reeves et al., 1986a).

3.1.1 General Approach

The SWIFT II model 1is designed to simulate flow and transport
processes in both single and double-porosity media. The analyst
designates the fractured regions of the system to which dual porosity
is to be applied. In those particular regions, two sets of equations
are solved, one for the fracture processes and the other for the
matrix processes. The fracture-porosity equations describing flow and
transport for the fractured regions are identical to the single-
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porosity equations for the nonfractured zone, except for sink terms
giving the losses to the matrix. Consequently, one general set of
equations which applies to both zones is presented, which will be
called the global set of equations. The matrix-porosity equations for
the fractured zone differ somewhat from their global counterparts.
Therefore, a Separate set of equations is presented which will be
called the local set of equations. As was mentioned before, a
variable~-density formulation is used throughout. Density, viscosity,
porosity, and enthalpy may be strongly dependent on one or more of
pressure, temperature, and brine concentration, but not on trace-
species or radionuclide concentrations. For this reason, the flow,

heat, and brine equations are termed the primary equations.

A steady-state solution option is provided for the global primary
equations with two qualifications. First, it is assumed that heat
transport is basically a transient process. Certainly, this is true
for high-level nuclear waste repositories, a dominant application for
the code. Thus, heat transport, like radionuclide transport, is not
included in the steady-state option. Secondly, it is assumed that
matrix processes are negligible at steady state. Consequently, the
state equations for the matrix porosity are not solved for the
steady-state option. Of course, the c¢ode will permit transient
solution of radionuclide transport (with or without dual porosity) in
conjunction with steady-state solution of the primary equations since
this is perceived as a desirable simulation procedure.

In the following sections, the order of presentation is that of global
transient equations followed by global steady-state equations followed
by local transient equations.
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3.1.2 The Global Transient-State Equations for Flow, Heat, Brine,
and Radionuclide Transport

The transport equations are obtained by combining the appropriate
continuity and constitutive relations and have been presented by
several authors, including Cooper (1966), Reddell and Sunada (1970),
Bear (1979), and Aziz and Settari (1979). Sink termms T are included
for fractured =zones in which losses to the rock matrix are
significant. The resulting relations may be stated as follows!:

Fluid:
- V-(pu) - q T Gy
convection pr'oduction2 sink/3
source
9
1 - —_— —— —
+ RY Ty = 5T (dp) (3-1)
salt loss to
dissolution matrix
Heat:
- Ve(pHu) + V°(§H-VT) - HIq - Hq - g
convection conduction/ injected produced sink/
dispersion enthalpy enthalpy source
P
(HL,, + T = = [6pU + (1—¢)pRUR] (3-2)
loss to matrix accumulation in fluid and rock

All terms are defined in Appendix A.

This term refers to fluid loss (production) or fluid gain (injection)
through wells.

This term refers to a sink/source other than a well. A positive
sign denotes a sink, and a negative sign denotes a source.

This is a source term since, by the adopted sign convention, the rate
of fluid injection is inherently negative.
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Brine:

- 9+(pCu) + V-(pgc-VC) Clq - Cq
convection dispersion/ injected produced
diffusion brine brine
+ Re - Cr, + To) = 3¢ (¢0C)
salt loss to matrix accumulation
dissolution
Radionuclide r:
- V-(pCPg) + v-(pgc-vcr) C.a - q, + Q.
convection dispersion/ produced sink/ waste
diffusion component source leach

N
- (Cpr, + TR o+ ) krs)‘s[tbpcs * (1’¢)prs]

1085 to 5=1
matrix

- agleec, + (1-)pgi,]
decay of component r

Several quantities in Equations (3-1) -

nition in terms of the basic parameters.

(3~2)y (3_3)9 and (3_)")
molecular terms:
EC = 2 + Dm£
and
EH - Qpcp * 5
HO9700R128
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generation of component
r by decay of s

3
=¢ LopC + (1-0)ppH ]
accumulation

(3-3)

(3-4)

(3-4) require further defi-
The tensors in Equations
are defined as sums of dispersion and

(3-5)
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where

Dij = aTudij + (aL - aT)uiuj/u (3-7)

in a Cartesian system. Also, sorption of radionuclides is included

via an assumption of a nonlinear Freundlich equilibrium isotherm:

Ny
W, = KP(DCP) (3-8)

Equations (3-1) - (3-4) are coupled by auxiliary relations for:

Darcy velocity:

u = - (k/n)+(vp - éﬁ vz) (3-9)
porosity:
¢ = ¢, [1 + cpppy)] (3-10)
fluid density:
P =P, (1 + ey (Pp,) - cT(T-TO) + cCE] (3-11)
fluid viscosity:
W= 1 (C) exp [BEN(T =TT (3-12)
fluid enthalpy:
H=Uj +U-+ p/p (3-13)

HO9700R128 3-6



fluid internal energy:
U= cp(T - To) (3-14)

rock internal energy:
Ug = ch(T - To) (3-15)

where parameter cc in Equation (3-11) is defined in terms of an input
density range (pI - pN) and the reference density p:

co = (pI - pN)/po (3-16)

Furthermore, an internal energy U, is included in Equation (3-13) to
account for the difference in reference conditions as specified by the
analyst and the reference conditions specified internally for the
enthalpy.

3.1.3 The Global Steady-State Equations for Flow and Brine Transport

In safety evaluations for nuclear-waste repositories, quite often the
time frame of interest may extend over many thousands of years.
Typically, the assumption of time-invariant flow and brine conditions
is justified in such cases due to the lack of specific data for such a
long period of time. For the fluid flow, the overall effect of
transient rainfall boundary conditions may have a minor effect on
radionuclide transport. Duguid and Reeves (1976) have shown this for
a combined saturated-unsaturated simulation of tritium transport
averaged over a period of only one month. For the brine transport,
transient effects at depth likely will be negligible also. For the
heat transport, however, the radionuclides stored within a repository
will provide a transient source of heat for thousands of years. Thus,
heat transport is considered here to be a transient process and is not
included as a steady-state option.
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Two steady-state options have been included. The first option permits

solution of the time-independent flow equation:

Fluid (steady-state):

=V-(pu) - q - qQy + Ré =0 (3-17)
conduction production sink/ salt
source dissolution

In both options the accumulation and the matrix-loss termm are set to
zero, as shown explicitly in Equation (3-17). For the steady-state
fluid-flow option, however, the salt dissolution term is also set to
zero, and the presence of brine and heat are included by way of the

mechanisms of a variable density and a variable viscosity.

The second option permits a coupled time-independent solution for both
fluid flow, Equation (3-17), and brine transport:

Brine (steady-state):

-Vs(pCu) + v-(ng-vc) - CIQ - Cq
convection dispersion/ injected produced
diffusion brine brine
+ RC =0 (3-18)
salt
dissolution

In this case, in addition to a variable density and a variable
viscosity, the salt-dissolution term 1is non-zero, in general.
However, for the purposes of this report, the salt-dissolution temm

was assumed to be zero.

HO9700R128 3-8



3.1.4 The Local Transient-State Equations for Flow, Heat, Brine, and

Trace Species (Radionuclide) Transport Within the Rock Matrix

The flow and transport processes occurring within the rock matrix are
conceptualized as being orthogonal to the fractures. Thus, it is
assumed that the fractures provide the only means for large-scale
movements through the entire system while the matrix provides most of
the storage of the system. The approach used here to treat the
fracture-matrix system is similar to that used by Bear and Braester
(1972), Huyakorn et al. (1983), Pruess and Narasimhan (1982), Tang et
al. (1981), Grisak and Pickens (1980), Streltsova-Adams (1978), and
Rasmuson et al. (1982).

The equations used here for the matrix are very similar to those
presented in Section 3.1.2. They are as follows:

Fluid (matrix):

3
- . tyg! ' = L 1At -
Ve(p'u') + T 5T (0'0") (3-19)
conduction gain from accumulation
fracture

Heat (matrix):

~ V-(p'H'u") + V-(EAVT') + (H'F& + Fﬁ)
convection conduction/ gain from
dispersion fracture
% [610rur + (1-9)p 01 ] (3-20)
accumulation in fluid
and rock

Brine (matrix):

- Ve(p'C'u") + V-(p'EéVC') + (C'F& + Fé)
convection dispersion/ gain from
diffusion fracture
= a_ 1 'A' -
= g (¢'0'CY) (3-21)
accumulation
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Radionuclide r (matrix):

- v-(p'c;g') + V-(p'ELVC)) + g KpgheKad'p'CL

rs's's
convection dispersion/ generation of component
diffusion r by decay of s
d
=) K'ad'n'(C? 1t = 2 -
AKLOTOICL ¢ (CLTG ¢ TL) = o= (Klg'e'Cl) (3-22)
decay of gain from accunulation
component r fracture

Both convection and dispersion terms are retained in Equations (3-19)
through (3-22). These temms arise only through fluid-density changes
and likely will be negligible except for highly pressurized and/or
highly heated regions. It is anticipated that either parallel
fractures or intersecting sets of parallel fractures will be treated
(Figure 3.1). For the former, a prismatic block is invoked in the
numerical solution, and for the latter, either prismatic or spherical
blocks may be used to approximate the actual matrix geometry. Thus,
either one-dimensional Cartesian or spherical geometry may be used for
the local matrix equations. In either case, the interior boundary is
assumed to be a reflective no-flow boundary. The fracture/matrix
interface provides a source (T'') which is identical to the fracture

loss (T) within a geometrical scaling factor.
Many of the coefficients of Equations (3-19) through (3-22) require
further specification. The coefficients of the second-order transport

terms are defined as follows:

Eé = D' + Dé (3-23)

Ef = D'p'c, + K& (3-24)
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D' = uﬂu' (3-25)

For the rock matrix, diffusion is expected to dominate the dispersion
E(':, in oontr‘ast? to the dispersion ( E=:C ) for the global simulation.
Consequently, the dependence of diffusion upon temperature is expected
to be much more significant than in the global system and is included

through the linear relation:

D! = D! [1 + s (T - To)] (3-25)

Sorption of radionuclides within the matrix is included via the as-
sumption of a linear equilibrium isotherm:

K! = 1 + kaér(1_¢')/¢' (3-27)

Equations (3-19) through (3-22) are coupled by four auxiliary rela-
tions for

Darcy velocity (matrix):

u' = - (k'/u')vp' (3-28)
Porosity (matrix):
o' = o2 [+ ct(p-p )] (3-29)
Fluid density (matrix):
p' = 0 [1 + cu(p'=py) - ep(T'-T ) + c.C'] (3-30)
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Fluid viscosity (matrix):

b= uR(&v) exp [B(C) (1) " - )] (3-31)

Three auxiliary equations are required by Equation (3-20):
Fluid enthalpy (matrix):
H' = U  + U+ p'/p! (3-32)
Fluid internal energy (matrix):
Ut = cp(T" - Ty) (3-33)
Rock internal energy (matrix):

| B ] | -
Ut = ch(T T) (3-34)
Parameter Ce is defined by Equation (3-16), and it is assumed in
Equation (3-28) that gradients of the elevation head are of negligible
importance in determining Darcy velocities within the matrix (i.e.,

medium is nondeforming).

3.2 Geometric Model Description

With SWIFT II chosen as the computer code, the next step of the regional
model conceptualization was the selection of the geometric model proper-
ties. They consist of the horizontal and vertical model dimensions in
general and the grid block sizes and grid block elevations in partic-
ular. The criteria for the selection of the geometric model properties,
as well as the selected properties themselves, are summarized in the

following sections.
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3.2.1 Horizontal Dimensions (Model Area)

The approximate locations of the boreholes in the WIPP area are shown
in Figure 3.2. Different symbols are used for wells which (possibly)
reacted to the 62 days of pumping at H-3b2 and for those which are
Jjudged not to have responded measurably to the pumping.

The Universal Transverse Mercator (UTM) coordinates of the wells which
are open to the Culebra dolomite are given in Table 3.1. Most of the
data were obtained from a satellite positioning survey performed in
1984 (Hydro Geo Chem, 1985). For those wells where no satellite
positioning survey coordinates were available the UTM coordinates were
calculated using the Township Range coordinates as reported in the
Basic Data Reports issued by Sandia National Laboratories for each
borehole. For several of the H-series hydropads, the Township Range
coordinates were obtained from land surveys conducted by D. Reddy, New
Mexico Land Surveyor,

The horizontal model dimensions (model area) shown in Figure 3.2 were
chosen based on the areal distribution of the wells which showed
responses to the H-3 multipad pumping test. The UTM coordinates of
the model-area corners, as well as the dimensions of the model area
are given in Table 3.2. As illustrated in Figure 3.2, all wells that
responded to the H-3 multipad pumping test lie within the model area.
One principle of the modeling investigations was to reproduce the
observed transient pressures at these wells. All reacting wells are
at least 1 km away from the model boundaries. Thus, the effect of the
model boundaries on the results of the modeling at the well locations
can be expected to be negligible. Additionally, several of the wells
which did not respond to the H-3 multipad pumping test are situated
within the model area. They are important for the modeling study
because they indicate which parts of the model area should not be
significantly influenced by the pumping at H-3bZ2.
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3.2.2 Vertical Dimension

The actual modeling study was restricted to simulate the hydrogeology
of the Culebra dolomite only. Therefore, the vertical model dimension
is identical to the thickness of the Culebra dolomite.

The thickness of the Culebra dolomite in the WIPP area is only known
at the borehole locations (Sandia WNational Laboratories, 1981a,b,
t1982a,b,c,d, 1983a,b,c, Sandia National Laboratories and U.S.
Geological Survey, 1979a,b,c,d,e,f, 1980a,b,c,d,e,f,g, 1982, 1983;
Jones, 1978). It varies between 5.6 and 11.3 m (Table 3.3).

The distribution of the thickness data shows a clear maximum between
7 and 8 m (Figure 3.3). Therefore, 8 m was considered to be represen-
tative and used throughout the modeling study for both the thickness
of the Culebra and the vertical dimension of the model.

3.2.3 Model Grid

After the definition of the horizontal and vertical model dimensions,
the dimensions of the individual grid blocks were assigned, i.e., the
model grid was established. One criterion of the gridding was that
the grid-block centers should coincide, wherever possible, with the
locations of boreholes which are used as observation wells in the
Culebra. Thus, it is possible to compare directly the calculated
formation pressures and formation-water densities with the observed
values. A second (code specific) rule for the gridding was that the
ratio of the dimensions of two adjacent grid blocks should not exceed
a factor of two because of the possible introduction of truncation

errors.

With these constraints in mind, the model area was discretized using

an irregular grid of 29 x 32 grid blocks (Figure 3.4). As listed in
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Table 3.2, the length or width of the grid blocks vary between 120 m
at the center of the model area and 1180 m in the outer regions of the
model area. On the vertical scale, the model grid comprises only one
layer of grid blocks with a height of 8 m. Thus, the model grid
consists of a total of 928 grid blocks. Naturally, the resolution of
any model is restricted by the number and size of the grid blocks.
Increasing the number of grid blocks increases the resolution, but
also the computation time and the storage requirements, i.e., the
overall costs of the study. It is not recommended to increase the
resolution of the model beyond the resolution provided by the observed
data. For the actual study, the resolution provided by the observed
data is given by the spatial distribution of the wells from which the
data were obtained. Consequently, the grid of tne model should
reflect the spatial distribution of the wells. Since one of the
modeling objectives was to simulate the H-3 multipad pumping test, the
resolution was increased in the region at and adjacent to the H-3
hydropad.

As described above and illustrated in Figure 3.4, the model grid was
designed such that every well or hydropad corresponds to a separate
grid block in the model. Thus, the resolution of the model can be
expected to be adequate for the existing data base.

In the vertical direction, the existing hydrogeologic data of the
Culebra dolomite provide no resolution. There are no separate
transmissivity data corresponding to various levels within the Culebra
dolomite. Therefore, a single layered grid was considered to be
sufficient with respect to the existing data base.

It is obvious that there are many different but similar grids which
could be used for modeling the hydrogeologic situation in the Culebra
dolomite. Thus, the grid shown in Figure 3.4 is not unique in terms

of suitability for the given problem. However, any grid suited for a
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model of the Culebra dolomite that is based on the existing data base
should have the following characteristics:

1. grid-block centers which coincide with or are near to existing
observation wells;

2. the ratio of the dimensions of two adjacent grid blocks should not
exceed a factor of two (code-specific rule), and

3. about 1,000 grid blocks (minimum, resulting fram the above two
criteria).

Experience has shown that the code equations for flow and transport
are relatively insensitive to the exact grid block dimensions as long
as the second of the three above-mentioned conditions is followed.
Thus, modeling results can be expected to be very similar no matter
what discretization is chosen as long as it shows the above-listed
three characteristics. With respect to interpreting pumping tests,
Tamasko (personal communication) has conducted a sensitivity analysis
using a two-dimensional finite-difference model to illustrate that the
numerical solution is accurate at the first node outside the Dblock

containing the pumping well.
3.2.4 Elevation of the Grid Blocks

Like the thickness, the elevation of the Culebra dolamite in the WIPP
area is known only at the borehole locations (Sandia National Labora-
tories, 198ta,b, 1982a,b,c,d, 1983a,b,c, Sandia National Laboratories
and U.S. Geological Survey, 1979a,b,c,d,e,f, 1980a,b,c,d,e,f,g, 1982,
1983; Jones, 1978). As listed in Table 3.3, the known values for the
middle of the Culebra range fram 777.9 m above sea level (a.s.l.) at
P-18 to 886.1 m a.s.l. at H-7 in the model area. This variation was
considered to be too large to be neglected in a ground-water flow
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system with variable fluid density. Consequently, the elevation of
each model grid block was estimated using the values in Table 3.3.
The resulting elevations of the grid blocks, as used for the model,
are shown contoured in Figure 3.5. There are relatively high
elevations in the western part of the model area with an absolute high
(894.6 m a.s.1.) in the southwest corner, while lower elevations
prevail in the eastern part. However, there is no general slope but a
rather irregular "topography" in the model area, which shows features
like a valley (along the axis P-18 to DOE-2) or local highs (between
P-15 and H-Tb1). This irregular "topogr‘aphy"‘may result from two
processes: dissolution of halite and gypsum in the underlying portion
of the Rustler Formation and upper Salado Formation, with consequent
collapse of the residual rock; and hydration of anhydrite to gypsum in
the underlying zones, which increases the thickness of the hydrated
layer (Snyder, 1985).

.3 Physical Model Constants

3.3.1 Fluid Properties

The oompressibility of water is a temperature-dependent parameter
(Langguth and Voigt, 1980) which varies between 5.10 x 10710 m2/N at
0°C and 4.41 x 10719 m2/N at 45°C. The temperature of the formation
water in the Culebra dolomite generally lies between 20 and 25°C,
(INTERA, 1986). A value of 4.53 x 10710 m2/N (25°C) was chosen for
the modeling study.

Although not directly used for this modeling study which assumed iso-
thermal conditions, the SWIFT II canputer code requires the thermal
expansion factor as data input. A value of 2.07 x 1074 ¢! was
chosen fram the literature (Kuchling, 1982).
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Similarly, the heat capacity of water must be defined for SWIFT II.
A value of 4.18 x 103 J/kg°C was obtained fran the 1literature
(Kuchling, 1982).

Because the formation fluid in the model is handled by SWIFT II as a
mixture of two miscible fluids, the densities of the two fluids have
to be entered with the model parameters. The first fluid, which is
denoted "water" by SWIFT II, was given a density of 1000 kg/m3. The
second fluid, internally designated as "brine", was assigned a density
of 2000 kg/m3. With this assigment the following equation for
calculating the formation-water density is valid:

p [g/cm3] = 6 + 1.0 (3-35)

Thus, a direct comparison is possible between field-density data,
which are usually given in g/cm3, and the model output, where the
calculated density p is not printed out but rather the fractional
brine concentration (6)

It is necessary to emphasize that these two fluids (water and brine)
are virtual fluids only for data input and output purposes. Thus, the
values of the virtual fluid densities for water and brine do not have
to correspond to values found in nature. The model simulations
resulting in calculated formation pressures and Darcy velocities
utilize a single fluid with a formation-water density that varies
spatially.

The last fluid property to be defined for SWIFT II is the fluid
viscosity. In general, the fluid viscosity 1is temperature- and
solute-concentration dependent (Equation (3-12)). Although SWIFT II
contains a very flexible temperature and density-dependent formulation
of the viscosity, the modeling study was performed using a constant
fluid viscosity. This is acceptable because the modeled region is
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considered to be isothermal and the density variations within the
model area are only moderate. The viscosity of pure water varies
between 1.79 x 1073 Pa s at 0°C and 0.60 x 1073 Pa s at 45° (Langguth
and Voigt, 1980). As mentioned before, the temperature of the
formation water in the Culebra dolomite generally lies between 20 and
25°C (INTERA 1986). Therefore, a pure-water viscosity of
0.92 x 1073 Pa s (25°C) was selected (Langguth and Voigt, 1980).

Muller et al. (1981) showed the viscosity dependence on solute
concentrations (with less than 10 to 15 moles per liter (mol/l) of
dissolved solids to be:

W (T, C) = u (T, C=0) (1 +ZA(DC) (3-36)
where: T = temperature of the fluid
u(T,E: =0) = viscosity of pure water at temperature T
A; (T) = temperature dependent coefficients for each
ion i
C; = concentration of dissolved ion i (mol/L)
c -

i

For the calculation of the fluid viscosity used during the modeling
study, a mean fluid density of 1.05 g/an3 was considered to be
representative of the formation fluid within the model area (see also
Section 3.5.1). Furthemore it was assumed that the main constituents
of the dissolved solids are sodium and chlorine. Thus, a density of
1.05 g/an3 corresponds to a NaCl concentration of about 0.86 mol/l
(1 mol = 58.44 g). While the A; of Cl™ at 25°C is about 0.0, the A;

of Na* is about 0.03 at 25°C (Muller et al., 1981). Using
Equation (3-36),
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0.92 x 1073 Pas (1 + 0.09 * 0.86)
0.99 x 1073 Pa s
1.0 x 1073 pa s.

u (25°C, 0.86 mol/1)

[

Thus, a constant fluid viscosity of 1 x 1073 Pa s was considered to be
representati ve for the formmation fluid in the Culebra dolomite and
used throughout the modeling study.

3.3.2 Rock Properties

The porosity data of the Culebra dolamite available during the concep-
tualization of the model were obtained from laboratory analyses on
cores. These analyses were performed using permeability to air and
helium porosity techniques on eighteen one-inch diameter core plugs
(Boyle's Law technique, Core Laboratories, 1986). The resulting
porosities range fram 0.07 to 0.30. A representative value of 0.20
was chosen as the global porosity (single-porosity conceptualization)
and as the matrix porosity (double-porosity conceptualization) for the

model .

As for the formation fluid, a compressibility has to be assigned to
the pore structure of the formation. This campressibility used by
SWIFT II is not identical to the rock compressibility normally used in
hydrogeological studies, because it does not include the rock
porosity. However, this "“rock compressibility" (CR), together with
the campressibility of the formation fluid (Cw), the porosity (¢), the
fluid density (p), and the thickness (Ax3) of the aquifer, defines
the storativity of the aquifer:

S=¢pg Ax3 (CR+ Cw) (3-37)

Since the storativity of the Culebra dolamite has been documented fram
several pumping tests (2 x 10‘5, see Section 3.4.2), a rock

HO9TOOR128 3-20



compressibility of 7.57 x 10710 m2/N was calculated using the fluid
campressibility as defined in Section 3.3.1, a porosity of 0.2, an
average fluid density of 1.05 g/cm3, and an aquifer thickness of 8 m.
Such a calculated rock campressibility lies well within the range of
compressibility values (10710 - 1078 me/N) given by Freeze (1975) for

Jjointed rocks.

Although not directly used for the modeling study, SWIFT II requires
the density and the heat capacity of the rock as data input. Values
of 2500 kg/m3 and 800 J/kg°C were obtained fram the literature for the
rock density and the rock heat capacity, respectively (Kuchling,
1982) .

3.3.3 Transport Parameters

Using the variable-density formulation of SWIFT II, the transport
equation for brine (Equation 3-3 in Section 3.1) is solved. There-
fore, three transport parameters must be assigned: the longitudinal
dispersivity, the ‘transverse dispersivity, and the molecular
diffusivity in the porous medium.

Based on the observed heterogeneities (Section 3.4) in the Culebra
dolomite, the thickness of the Culebra dolomite, and on the arguments
concerning scale-dependent dispersion presented in Pickens and Grisak
(1981 a,b) a longitudinal dispersivity of 50 m was assigned. The
transverse dispersivity was assigned a value of 2.5 m using a ratio of
transverse to longitudinal dispersivity of 0.05 (Bear, 1972; Pickens
and Grisak, 1981 a,b). These values were generally used during the
modeling study but were modified for a sensitivity analysis concerning
the impact of different dispersivity values on the calculated fluid-
density distribution (Section 4.4).
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The molecular diffusivity in the geologic medium, which is required by
SWIFT II, is defined as:

o *
D o=DoT (3-38)
Using a f‘ree—water diffusion coefficient D° = 2 x 1079 m2/s (value for
Cl™ at 25°C; Lemman, 1979), a porosity ¢ = 0.2 (Section 3.3.2), and a
tortuosity factor TX = 0.5 (Bear, 1972), a molecular diffusivity
D'po = 2 X 10710 m2/s was calculated. This value was considered to be
representative of the Culebra dolomite and its formation water.

.4 Hydrologic Model Parameters

3.4.1 Initial Transmissivities

The transmissivities were treated as isotropic in the ‘mo'del. The
final transmissivities used by the model were obtained fram model
calibration. The calibration process matches the model-calculated
fomation pressures and densities to the observed pressures and densi-
ties by varying the transmissivities of the individual grid blocks.
In order to start the calibration process, initial transmissivities
are required. These initial values normally are estimated based on
existing data.

In this modeling study, the transmissivity data derived fram boreholes
in the WIPP area were analyzed by means of kriging techniques. Then
the existing transmissivity data from field studies and the
statistical properties of this data set were used to estimate (i.e.,
to "krige") the initial transmissivities for each grid block.
Additionally, the spatial distribution of the estimation error, which
reflects the uncertainty in the estimation, was obtained.
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In the following sections, socme theoretical aspects of kriging are
briefly discussed, then a short summary of the practical use of the
employed kriging program is presented, and finally, the analysis of
the observed transmissivities is summarized.

3.4.1.1 Theoreti cal Aspects of Kriging

Kriging is a useful method for evaluating the spatial structure of a
regionalized variable (e.g., the transmissivity) of a formation and
in generating estimates of the variable once its spatial structure
is known (de Marsily, 1982). Kriging is a best linear unbiased
estimator (BLUE) that uses a linear combination of all available
data to estimate a variable's value and the error of estimation
which reflects the uncertainty in the estimation.

There are a number of assumptions which are made in order to apply
kriging to any regionalized data of a fommation. First, the data
field is assumed to be a random function constructed of random
variables (Journel and Huijbregts, 1978). The second hypothesis
‘usually used in random-function theory is that of stationarity.
Stationarity assumes that the mean, variance, and higher-order
moments of the transmissivity field's probability density function
(PDF) are stationary in space, i.e., the same at any point in the
formation (de Marsily, 1982). The third hypothesis used is that of
ergodicity. Ergodicity implies that the wunique vrealization
available (i.e., the observed data) behaves in space with the same
PDF as the random function describing the transmissivity field
(de Marsily, 1982).

Weak stationarity refers to a condition in which only the first two
manents (mean and variance) are stationary in space. Often though,
the variance of a regionalized variable increases as the size of the
studied area increases (de Marsily, 1982). Therefore, a hypothesis
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is needed that is less restrictive than weak stationarity. The
intrinsic hypothesis, proposed by Matheron (1971), requires that
only the variance of the first increment of Z(x) is finite where Z
is the random function, i.e., transmissivity. This requires the
mean of the first increment to be a function of the distance of the
increment only, not of the location x. The mean is usually assumed
to be constant and is often set to equal zero. When this is true,
the variance of the first increment defines a function called the

variogram.

The variogram 1is a curve generated by the observed data that
reflects the spatial correlation length of the regionalized variable
being studied. It is constructed by plotting the average Y(h)
versus the average h, where Y(h) is one half the mean square
difference between all possible pairs of points a "lag" distance (h)
apart. Usually a range of distances are specified in order to group
all possible distances between pairs of points into distance
intervals. The mean square difference for each distance interval is
then calculated as is the average distance between pairs. The
‘average Y(h) and the average h are then plotted to generate the raw
semi-variogram curve. One limitation with this method is that
between 30 to 50 pairs need to be within each distance interval in
order for the Y(h) to be representative of the property, i.e.,
transmissivity (Journel & Hui jbregts, 1978).

Sometimes a drift or trend is present in the raw semi-variogram.
The drift describes the gradual and regular manner in which the mean
values of the phenanena behave over the region (Skrivan and
Karlinger, 1980). If a drift exists, it must be removed fram the
raw semi-variogram and the residuals used to generate another semi-
variogram which is utilized through the rest of the analysis
(Neunan, 1984). A generalized kriging approach deals with the drift
in a different manner than the universal kriging method described
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above. Generalized kriging does not require a semi-variogram, whicn
is meaningless if a drift is present. Instead, generalized
covariance functions that are composed of polynomials are used. The
objective is to use higher-order differences to filter out low-order
polynomials associated with the drift.

In ordinary kriging, once the raw semi-variogram has been calculated
and adjusted for a drift, a theoretical model is used in the kriging
system of equations to estimate punctual or block values of the
regionalized variable (e.g., transmissivity). Most kriging codes
provide a number of theoretical models to choose from including
linear, spnerical, exponential, and Gaussian. The reader is
ref erred to Delhomme (1978) for a description of these models.

The three parameters that are used to fit a theoretical model to a
raw semi-variogram are the sill, the range, and the nugget. These
parameters are estimated from the raw semi-variogram and are then
checked with the theoretical model for consistency with the data.
This procedure is explained later in the text (Section 3.4.1.2).
‘The sill is the value a semi-variogram curve asymptotically
approaches with increasing spaces between data points. Often the
sill is clear from the raw semi-variogram and should be equal to the
variance of the observed data. The range is the distance between
data points at which the sill is reached beyond which there is no
correlation. The nugget is the value of the theoretical semi-
variogram at infinitesimal distances.

In kriging, a system of equations is solved in order to determine
the values of linear interpolators assigned to each observed point.
These interpolators change with each new estimation location. For
instance, the linear interpolator is greater for an observed point
closer to the estimation location and lower for an observed point
further away. The semi-variogram is used in solving for these
interpolators and in the calculation of the estimation error.
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For a more detailed explanation of the kriging equations and or
random variable theory, the reader is referred to Journel and
Hui jbregts (1978).

The general equation used for estimating a value at a given location

is:
n
Zy = E A z(xi,yi) (3-39)

where Z = the estimated value at (xo,yo)

Aé = the linear interpolator relating point
(x{,¥1) to (x5,¥5)-
Note: the superscript 1 1s only a
location parameter, not an exponential.

n = the number of observed points

Z(xq,¥i) the observed points

These linear interpolators must be chosen such that the estimate is
unbiased (giving no systematic over- or under-estimation), and
optimal (with minimum mean square error) (Delhomme, 1978). These
requirements are used to check the consistency of the theoretical
semi-variogram mentioned earlier. Kriging is an exact interpolator,
meaning the exact measured value is preserved. For example, if an
estimate was performed at the location of a measured point, the
kriged estimate would simply be the measured value.

The uncertainty of the estimate (estimation error) is usually
represented by the square root of the variance of the estimation
error, i.e., the standard deviation error. The formula used to
calculate the estimation error is:
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n i M iy
o, = [_Z XOY(xi—xo) + ; Wy fo ] (3-40)
i=1 i=1
where % = the standard deviation of the estimate at
(x51Y0)
Y (xi-xO) = value of Y (h) from the semi-variogram

where h is the distance between the observed

points (x;,y;) and (X5+Y5)

M = number of terms in drift (M=1 for no drift)
n = number of observed points
fé = drift terms. Note: if a drift 1is not

present then

i
f is equal to 1. (3-41)
1 o

[ =

i

M = Lagrange multiplier

The estimation error at a point beyond the range distance fran any
of the observed data points is equal to the square root of the sill.
This can be seen from the above equation. The unbiased condition of
the 1linear interpolators requires Zké to equal one. Beyond the
range, every Y(h) value will equal the sill by definition. Thus, in
the absence of a drift, the estimation error of a point beyond the
range is always equal to the square root of the sill.

Knowing the estimation error is, in principle, not enough to deter-

mine the confidence interval of the estimates. However, one can

very often assume that the error is Gaussian (de Marsily, 1982).
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In this case, for instance, the 95% confidence interval is 1200, 9
being the standard deviation or estimation error (Equation 3-40).
Then the estimate of a value at a given location, with 95%
confidence, is:

*95 - *
2,77 = Zg 20, (3-42)
*
where 2095 = the estimated confidence interval at (xo,yo)
at 95% confidence level
*
Zo = the estimated value at (x,,¥,)
(Equation 3-39)
9 = estimation error (Equation 3-40)

Many other distribution functions also are valid for a:2<)O
confidence interval at 95%. Consequently this expression is very
often used even if the error distribution (e.g., Gaussian) is not
‘exactly known (de Marsily, 1982).

It is also possible to use other confidence intervals which repre-
sent different confidence levels. For instance, the interval 0,
(i.e., the estimation error) represents a 68% confidence level, and
the interval 1300 a 99.7% confidence level (Marsal, 1967). However,
the 1200 interval is most commonly used.

3.4.1.2 The Universal Kriging Program K603
The observed transmissivity data of the Culebra dolomite at the WIPP

site were analyzed using the United States Geological Survey (USGS)
Universal Kriging Program K603 (Skrivan and Karlinger, 1980).

HO9700R128 3-28



The K603 code requires the locations of the observed data (i.e.,
borehole coordinates), the observed values (i.e., measured transmis-
sivities), and the lag intervals used for separating the distances
between observed data points into groups. Once the raw semi-
variogram is calculated, one must determine a mathematical model
that reflects the major features observed in the raw semi-variogram.
K603 supplies five types of theoretical models to match the raw
variogram. This fitting procedure is performed by removing a drift
or trend if present, and then adjusting the sill and the range of
the theoretical expression until the desired match is achieved. A
drift may indicate that the assumption of weak stationarity does not
hold because the mean value of the average square differences is no
longer constant. If the drift varies slowly (i.e., less than
quadratic) relative to the working scale then one may still assume
that weak stationarity applies to the first increment (Delhomme,
1978). However, if a predominant drift or trend is observed in the
raW variogram, a general procedure to remove the drift, such as
least squares, is usually perfommed before fitting the theoretical
semi-variogran to the raw data. The removal of this drift is

required to preserve the weak stationarity of the first increment.

Once the theoretical semi-variogram has been fitted to the raw semi-
variogram, the K603 code has an option (denoted option 2) that
checks the validity of the semi-variogram. Option 2 is a modified
split-sample technique in which all of the data points are
individually suppressed and estimated by kriging the remaining
points (Skrivan and Karlinger, 1980). Taking the average difference
between the estimated values and the observed values allows
calculation of an average estimate variance. The objective is to
adjust the parameters in the theoretical semi-variogram until the
model is theoretically consistent (Gambolati and Volpi, 1979). This
means that there is no systematic bias (i.e., the kriged average
error is approximately equal to zero) which requires:
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1 n *

- L (z -Z)=0 (3-43)
n i=t i i
where Z; = observed value at i
*
Z.l = kriged estimated value at i
n = number of observed data points

and also that the kriging errors are consistent with the predicted
variance (i.e., the average ratio of theoretical to calculated
variance is approximately equal to one) which requires that the mean
square error is equal to one:

n . 2
N e ) (3-14)

Once the consistency of the theoretical semi-variogram is reached,
option 3 of K603 may be used to interpolate values at desired loca-
tions within the study area. This option requires the theoretical
variogram type, its sill and range, the observed data, and the
points where the estimation is desired to be input to the code. The
code then prints out the estimated values at designated points and

the error or standard deviation associated with the estimations.
3.4.1.3 Analysis of the Observed Transmissivities

All transmissivities of the Culebra dolamite which were available
during the oonceptualization of the model and their corresponding
references are listed in Appendix C. Table 3.5 shows the
transmissivity values which were selected as the data set for the

semi-variogram analysis.
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Because transmissivity is generally assumed to be log-normally
distributed (Freeze, 1975; de Marsily, 1982), the logarithms of the
transmissivity values were used (Table 3.5) to determine the log
spatial structure present in the model area.

A number of directional semi-variograms were constructed to deter-
mine if a drift or trend was present, but the required number of
pairs (30-50) could not be obtained within each specified distance
interval (class). The problem could be reduced by increasing the
distance intervals in the semi-variogram, but this decreases the
resolution and, therefore, was not done. Subsequently, a non-
directional semi-variogram was calculated (Table 3.6, Figure 3.6).
The raw semi-variogram approaches an asymptotic value of 2.4 as the
lag distance increases to 5 km. The fluctuations in the curve past
this point do not reveal any pertinent information about the spatial
structure of the transmissivity field and should not be misconstrued
as evidence for a drift. The raw semi-variogram has been extended
to zero as there is no basis for estimating a nugget with these
data. This is not to say that there is no uncertainty associated
"with these data. The uncertainty in the measurements could have
been assigned to each observed data point, but was not because the
values of the uncertainty have not been quantified. Therefore, the
uncertainty of the measurements was assumed to be zero in this
analysis.

The exponential theoretical semi-variogram described by the equation
in Table 3.6 was fitted to the raw semi-variogram (Figure 3.6). The
consistency of this choice was verified using option 2 of K603 where
a kriged average error of 0.066 and a reduced mean square error of
1.007 were calculated. Other theoretical models were used to fit

the raw semi-variogram, hut the exponential type used gave the best
consistency-check values.

HO9700R128 3-31



The range of spatial correlation determined in this analysis
(3.9 km) lies on the lower end of a distribution of ranges for
aquifers in consolidated materials presented by Hoeksema and
Kitanidis (1985). They determined a probability distribution of
ranges having a minimum of 1.4 km, a median value of 14.72 km, and
maximum of U4.5 ikm. The Culebra spatial correlation range also
compares favorably to the results presented in the study by Delhomme
(1979). Therefore, the 3.9-km range determined in this study
appears reasonable in comparison with published results and may be a
good representation of the spatial correlation length. However, the
data base for the semi-variogram analysis was rather small. As
Table 3.6 shows, most distance intervals (classes) contain only the
minimum number of pairs (30-50). Therefore, only a non-directional
variogram was calculated, fram which rather general conclusions
(e.g., sill, range, nugget) can be drawn. More advanced analytical
techniques (e.g., directional semi-variogram and drift analysis)
require a larger data base and can be performed as soon as
additional data (e.g., from ERDA-9, WIPP-12, WIPP-13, WIPP-18,
WIPP-19, WIPP-21, and WIPP-22) are available.

The statistical treatment of the Culebra transmissivity data base
available as of April 1986 indicates that the transmissivities are
correlated over a distance of approximately 3.9 km. For separation
distances greater than this value, the estimated transmissivity will
be equal to the mean value of the sample and will have an estimation
error equal to the square root of the sill. Due to the sparsity of
the sample, it was not possible to determine if the transmissivity
data had a significant drift. Even though the kriged transmissivity
data are based on a small sample, they provide a useful and unbiased
set of  hydraulic parameters for numerical calibration of the
regional ground-water flow system. As more data become available,
the initial transmissivity field can be modified and compared with
the calibrated values to locate any apparent discrepancies. If any
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major differences are found, the calibration process can then be

repeated using the updated set of transmissivities.
3.4.1.4 The Kriged Initial Transmissivities

The exponential semi-variogram (Table 3.6, Figure 3.6) was used
(option 3 of the code K603) to estimate the transmissivities at the
928 locations within the model area, which correspond to the grid-
block centers of the model. Figure 3.7 shows the contour map gener-
ated using the logarithms of these transmissivities, which were used
for the first simulations with SWIFT II. 1In the following, they are
referred to as initial transmissivities. Because the uncertainties
of the observed transmissivities were not known, a zero uncertainty
was assumed (see also previous section). This simplification
results in estimation errors (see below) which are too 1low.
Therefore, the estimation errors should be used as a qualitative
indicator of the uncertainty of the kriged transmissivities rather
than quantitatively correct values.

The estimation errors associated with the kriged initial transmis-
sivities are shown contoured in Figure 3.8. On that map, a series
of contours surround each well reflecting the rapid increase in the
estimation error (i.e., the uncertainty) as the distance fram each
well increases. This is related to the range of the semi-variogram
used for the estimation of the initial transmissivities.

Because the 1input data for the kriging are logarithms of the
transmissivities, the estimation errors are also 1logarithmic
values. Therefore the contour line with a value of 1 in Figure 3.8
represents (with the restriction outlined above) an uncertainty of
#1 order of magnitude at 68% confidence level or +2 orders of
magnitude at 95% confidence level. As the contour map shows, the
logarithms of the estimation errors are less than one only in the

HO9700R128 3-33



immediate neighborhood of the boreholes, i.e., an area generally
less than 1.6 km in diameter.

The maximum possible estimation error (1.43) is equal to the square
root of the sill (2.05). This is because of the intrinsic hypo-
thesis used in this analytical method which states that the first
two manents of the first increment are stationary. This means that
beyond the range, the estimated value will always be the mean of the
sample (i.e., the observed values) and have an estimation error
equal to the square root of the sill of the semi-variogram (e.g.,
between the wells H-12, P-18 and H-5; see Figures 3.7 and 3.8). Due
to the large uncertainty associated with those estimated values, it
is possible to modify the initial transmissivities in those areas
during later model calibration without giving up consistency with
the observed data.

3.4.2 Storativites

The storativity of the Culebra dolamite is fairly well documented fram
several pumping tests (Seward, 1982; Mercer 1983; Gonzalez, 1983a).
The reported values range fram 1 X 10’9 to 8 x 10’”. Because values
near 2 x 10'5 are cammon, this value was considered to be represen-
tative for the Culebra dolomite in general and, consequently, used
throughout the modeling study. This value is consistent with Lomman's
(1972) rule of thumb for confined homogeneous aquifers:

S =(3.3x 1079 &y (3-45)

which provides a storativity of S = 2.6 x 10'5 for an aquifer with a

thickness Ax3 = 8 m.

Theoretically, it 1is also possible to wuse statistical methods
(e.g., kriging) in order to analyse the spatial distribution of the
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storativity. However, because the existing data base was rather small

(only 11 values), the storativities were not kriged.

3.5 Initial Boundary Conditions

The Culebra dolomite at the boundaries of the model area is not
impermeable, and the boundaries are not necessarily parallel to the
potential ground-water flow lines. Therefore, no-flow boundaries are
not representative of the real situation. Prescribed pressure boun-
daries with prescribed formation-water densities are more appropriate.

Thus, for the modeling study, the lateral boundary conditions were
obtained from the best estimate of the undisturbed regional hydro-
geologic situation (Figures 3.9 and 3.10). This approach is briefly
discussed in the following sections. As with the transmissivities, the
initial lateral boundary conditions were modified during the later model
calibration.

3.5.1 The Undisturbed Hydrogeologic Situation

The undisturbed hydrogeologic situation can be characterized ideally
by the long-term mean formation pressures and the long-term formation-

water densities.

The long-term mean formation pressures, which will be referred to
herein as undisturbed pressures, can be expressed as equivalent fresh-
water heads”. Because of the varying elevation of the Culebra

The term "freshwater head" as used in the main body of this report is
equivalent to the term "freshwater elevation above mean sea level",
because the values are always related Lo mean sea level. It refers to
the elevation of a column of freshwater that would exert a pressure

at the elevation of the Culebra equal to the measured formation pressure.
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dolamite (Section 3.2.4), freshwater heads are easier to interpret
than pressures. Therefore, in this report, all pressure data are
presented as equivalent freshwater heads although tne model calcula-
tions were made using the formation pressures. However, because of
the spatially non-constant density of the formation water, the fresh-
water heads can' be misleading; they should be used for qualitative
interpretation only. For correct calculations (e.g., calculating the
ground-water flux or the direction of the ground-water flow at a given
point), the formation pressure together with the elevation of the
Culebra dolomite and the density of the formation fluid should be
used. For the undisturbed hydrogeologic situation, the heads will be
referred to as the undisturbed freshwater heads.

The undisturbed pressures in the Culebra dolomite can be derived fram
or estimated using long-term water-level data measured in observation
wells. During the conceptualization of the model the published water-
level data were reviewed (Gonzalez, 1983b; INTERA Technologies and
Hydro Geo Chem, 1985; INTERA Technologies, 1986) and best estimates of
the undisturbed formation pressure were derived (Appendix D). In
addition, unpublished water-level data (U.S.G.S. water-level data from
the WIPP site, 1976-1983; P. Davies, personal communication) were
reviewed and used to refine the estimates based on the above listed
publications. The resulting data set, which subsequently was used
throughout the modeling study, is shown in Table 3.7. The contour map
(Figure 3.9) of the freshwater heads provides a qualitative impression
of the undisturbed hydrologic situation. The general pattern (north-
south gradients in general with low heads at DOE-1, H-11, and P-17) is
consistent with previously published maps (e.g., Mercer, 1983).

The undisturbed formation-water densities can be derived from the
densities measured during long-term pumping or production tests in the
Culebra dolomite. All formation-water density data from the Culebra
dolomite that were available during the conceptualization of the model
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were reviewed and checked for consistency with the results of hydro-
chemical analyses (Appendix E). Table 3.8 shows the density values
selected as the data set for the modeling study. Like the freshwater
heads, the densities are also shown as a contour map (Figure 3.10).
Thus, the spatial density distribution is characterized by high
densities (1.09'g/<:m3 and more) in the eastern part of the model area,
a north-south stretching transition zone (1.02-1.08 g/cm3) in the
middle, and low densities (1.00-1.01 g/am3) in the western part. This
simplified description is complicated by intermediate densities along
the western part of the northern model boundary. Thus, the low-
density zone is surrounded in the east, the north, and most likely in
the west by higher densities. The simulation of this spatial density
distribution with the estimated hydraulic potential distribution
(Figure 3.9) is one of the major problems of the modeling study.

3.5.2 Initial Lateral Boundary Conditions

Using the spatial distribution of the best estimate of both the undis-
turbed fresilwater heads and the formation-water densities, the fresh-
water heads and the formation-water densities were estimated at the
outer edges of all grid blocks along the model boundaries (Table 3.9).
These values were then used to calculate the formation pressures and
the fractional brine concentrations (Section 3.3.1) along the model
boundaries. The implemented boundary conditions can be characterized
as prescribed pressures and prescribed brine concentrations. Thus,
during the simulation, the prescribed pressures are maintained along
the outer edges of the model area, and the inflow from outside the
model area is assigned the prescribed fractional brine concentration,
while the brine concentration of the outflow is defined by the model-
calculated value at the center of the concerned grid block.
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3.5.3 Upper and Lower Boundary Conditions

During the conceptualization of the model, it was initially assumed
that the geologic formations above and below the Culebra dolomite are
of very loWw permeability and any flux into or fram the Culebra
dolomite through these confining beds can be neglected. Consequently,
no-flow boundaries were assumed and implemented at the top and the
bottom of the Culebra dolomite. However, at a later stage of the
modeling study it became apparent that the assumption of an absolutely
impermeable layer above and below the Culebra dolomite (i.e., the
Tamarisk Member and the unnamed lower member, respectively) 1is
probably an oversimplification of the real situation. A sensitivity
analysis was conducted by incorporating a local vertical flux through
the Tamarisk Member and the unnamed lower member into the Culebra
dolomite. The conceptualization and implementation of the vertical
flux are discussed in Chapter 6.

.6 Sinks and Sources

3.6.1 The Undisturbed Hydrogeologic Situation

Under undisturbed (i.e., natural) hydrogeologic conditions it 1is
assuned that no sinks or sources exist in the Culebra dolomite. Any
fluxes in or out of the upper and lower boundary of the Culebra are
not considered to be sinks or sources, but rather boundary conditions
(Section 3.5.3). With this first conceptualization, only the
undisturbed (steady-state) hydrology of the Culebra dolomite was
modeled (Chapter 4). It has been assumed that steady-state formation
pressures and fluid densities can be defined for the modeled region.
Testing the validity of this assumption is beyond the scope of this
modeling study.
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3.6.2 The Hydrologic Situation Since 1981

Since the summer of 1981, the hydrogeology of the Culebra dolomite has
been influenced by drilling and excavating three shafts (waste-
handling shaft, construction and salt-handling shaft, and exhaust
shaft) at the center of the WIPP site (see chronology and discussion
of shaft-construction activities in Appendix F). In addition, several
wells have been drilled or recompleted in the model area and numerous
well-testing activities, same of very long durations (i.e., H-4 tracer
test), have been conducted since 1981 (Appendix D). Consequently, the
hydraulic situation at the beginning of or during the H-3 multipad
pumping test can not be considered to be undisturbed. For illustra-
tion purposes, the hydraulic heads in October 1985 (i.e., at the
beginning of the H-3 multipad pumping test) are listed in Table 3.10
and shown as a contour map in Figure 3.11. A comparison of
Figure 3.11 with Figure 3.9 (undisturbed situation) or Figure 3.12
(showing the difference between Figures 3.9 and 3.11 as a contour map)
reveals a large drawdown cone caused by the different activites at the
WIPP site since 1981.

The center of the drawdown cone coincides with the location of the
shafts. The diameter of the drawdown cone was about 7 km, the depth
was about 33 m at the shaft location, assuming 926 m a.s.l. for the
undisturbed freshwater head (Figure 3.9) and 893 m a.s.l. for the
freshwater head in October 1985. The latter freshwater head was
derived fram pressure measurements in the waste-handling shaft (WHS)
(using 710 kPa as an average gage pressure measured by the transducers
PE 207 and PE 208, which are located at elevation 820.5 m a.s.l. in
the waste-handling shaft; see additional details in Appendix F). The
drawdown at the wells H-1 and H-2 were 12.2 m and 7.1 m, respectively.
These numbers illustrate the order of magnitude of the disturbance of
the hydraulic system in the Culebra dolomite.
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The implementation of these disturbances at the WIPP site, which are
transient by their nature, was achieved using the wellbore submodel of
SWIFT II (Reeves et al., 1986a). This submodel allows injection or
withdrawal of water from the model at specified locations (i.e., at
the well locations). Details of the implementation are discussed in
Chapter 5. Similarly, the H-3 multipad pumping test was implemented
using the above mentioned wellbore submodel. This implementation is
discussed in detail in Chapter 5.

3.7 Initial Conditions

The first stage of the model study attempted to simulate the undisturbed
hydrogeologic situation at the WIPP site (Chapter 4) using steady-state
solutions for pressure and brine (see Section 3.1.3). Because the
initial pressures and brine concentrations do not affect the results of
steady-state modeling, they were initialized as 101.3 kPa and 0.0,
respectively.

During the subsequent phases of the modeling study, when the effect of
shaft leakage, well-test activities, and the H-3 multipad pumping test
(Chapter 5) were simulated, the steady-state solutions for pressure and
brine of the undisturbed hydrogeologic situation were used as the

initial conditions for the transient simulations.
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4.0 SIMULATION OF FLOW UNDER UNDISTURBED HYDRAULIC CONDITIONS
(PRE-SHAFT CONDITIONS)

The first stage of the modeling study comprised the simulation of flow
under undisturbed conditions. For this purpose, tne model was implemented
using the conceptualization as described in the previous chapter, and
calibrated (1) against the best estimates of the undisturbed formation
pressures or freshwater heads, and (2) against the best estimate of the
formation fluid densities. This approach and the results are discussed in
the following sections.

4.1 Simulation Using the Initial Transmissivities

For the first modeling step, the kriged initial transmissivities
(Section 3.4.1.4), the initial boundary conditions (Section 3.5.2),
no-flow boundaries above and below the Culebra dolamite (Section 3.5.3),
and no sinks or sources were used. The steady-state equations were
solved for formation pressures and brine cooncentrations at the
grid-block centers.

The results of this initial run are summarized in Figures 4.1, 4.2 and
4, 3. Figure 4.1 shows the calculated freshwater heads, which are
derived from the calculated formation pressures, as a contour map. A
camparison with the contour map for the observed values (Figure 3.9)
shows that there is a fair agreement between both maps. However, there
are major head differences at H-11b3, DOE-1, and H-3b2. These differ-
ences are displayed more clearly in Figure 4.2, where the differences
between the calculated and the observed freshmwater heads are presented
as a contour map.

The numeric values on which Figure 4.2 is based are listed in Table 4.1.
Accordingly, the sum of the squared differences (between the calcul ated
and the observed freshwater heads) at the 14 observation wells is
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349.36 m2, which corresponds to a mean squared difference of 24.95 m2.
As Table 4.1 shows, the calculated freshwater heads are generally too
high; consequently, the kriged initial transmissivities in the southern
part of the model are, in general, too low.

The calculated fomation—water densities, which are derived fram the
calculated fractional brine concentrations, are presented in Figure 4.3.
A comparison with the contour map for the observed values (Figure 3.10)
shows that both maps are in fair agreement in the eastern part of the
model area. In the western part, the agreement is good only along the
northern model boundary. The modeled density distribution does not show
the relatively low densities observed at H-1, H-2b, H-4b, P-14, and
P-15. This inconsistency is caused by the model-calculated flow field
(grapnically shown in Figures 4.1 and 4.3 as Darcy-velocity vectors)
which results in water (with densities of 1.04 g/cm3) flowing from the
northern boundary to the south and southwest. Thus, the calculated
formation-water densities are consistent with the calculated flow field
but not with the observed density data.

4,2 Calibration of the Model Using the Observed Frestwater Heads

The next step of the modeling study was to improve the agreement between
the calculated and the observed formation pressures (or freshwater
heads), i.e., to calibrate the model against the observed undisturbed
frestwater heads. The fitting parameters of this calibration process
were the transmissivities of the individual grid blocks.

In order to maintain consistency with the measured transmissivities in
the model area, the initial transmissivities were modified during the
calibration using the following approach. Additional data points with
transmissivities (specified on the basis of judgement) were added to the
data base used for the estimation ("kriging") of the grid-block trans-
missivities by the kriging program K603 (Section 3.4.1). Subsequently,
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the modified transmissivity distribution was calculated by K603 using
the enlarged (artificial) data base. Using this approach, it was pos-
sible to modify the grid-block transmissivities between the observation
wells and still be consistent with the measured data. 1In addition, the
spatial distribution of the modified kriged transmissivities has at
least similar gradients and statistical properties as the original data
set. Therefore, 'the kriged modified transmissivities are considered to
be more representative for the real situation at the WIPP site than
initially kriged transmissivities that are subsequently modified without
consideration of the statistical properties.

This approach is thought to be new (i.e., not found in our review of the
literature) and was introduced mainly because it eases the calibration
process considerably. However, it is similar to de Marsily's (1982)
idea of wusing "pilot points" during the calibration of a hydrologic
model. These pilot points are determined in de Marsily's approach from
an inverse simulation given the measured transmissivities and the
measured hydraulic heads. Thus, the measured heads drive the changes in
the transmissivity field through the inverse code. In the approach used
in this modeling study, the transmissivities at the additional data
points are simply detemministic estimates.

De Marsily recommends in his work the computation of a raw semi-
variogram of the transmissivities at the "pilot points™ after campletion
of the calibration process. A comparison of this "pilot point" semi-
variogram with the theoretical semi-variogram, which was selected using
the measured transmissivities, will show whether the "pilot point"
transmissivities are consistent with the statistical properties of the
observed data base. This consistency check was not performed in the
present study. However, it is considered to be a useful step that
should be included in future work. While conducting this consistency
check is recommended, it is not an absolutely necessary step during the
model calibration. It is presently planned to conduct this check during
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the next step of the modeling study, which will incorporate results of
both testing of individual wells during 1986 and 1987 and of a second
(northern) multipad pumping test to be fielded early in 1987.

It should be emphasized that the calibration method described in this
report has to be further tested and developed as a practical tool. It's
rigorous stochastic credentials are as yet unproven, although we feel
that it 1is as equally well-founded as de Marsily's technique
(R. A. Freeze, personal communication).

As described above, the additional data points were added to or modified
in the kriging data base in order to improve the consistency with the
observed pressures (or frestwater heads). The aim of that calibration
process was to reduce the differences between the observed and model-
calculated heads to less than one meter at each observation well. This
one meter criterion was selected based on the uncertainty of the
observed (field-measured) values, which is believed to be of similar
magnitude. These uncertainties in the observed values are the result of
such factors as the use of various measurement systems to determine the
downhole water levels or pressures, the uncertainties in the ground
suf‘face elevations, and the uncertainty in the estimate of the average
density of the fluid in the wells.

The resulting transmissivities, which are referred to in this report as
"pressure-calibrated steady-state transmissivities", are shown as the
contour map in Figure 4.4, The (+) symbols which coincide with the
locations of the observation wells indicate where transmissivities have
been derived from field tests. The other (+) symbols represent the
locations of prescribed transmissivities chosen for modifying the
initial transmissivity distribution. A comparison with the initial
transmissivities (Figure 3.7) essentially shows that the following
modifications were made during the calibration process:
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The grid blocks along the eastern model boundary and between H-12,
P-18, and H-5 were assigned generally 1low transmissivities
(T = 1078 to 1077 me/s). This is consistent with the hypotheses
that the high transmissivities in the Culebra dolomite are caused
mostly by dissolution effects and that the extent of dissolution
decreases toward the east (Snyder, 1985). Accordingly, low
tr'ansmissiviﬁies would be expected east of the dissolution front,
i.e., along the eastern model boundary (Figure 2.2). Lowest
transmissivities (10“8 m2/s or less) occur where no halite is

apparently missing from the Rustler Formation.

A high-transmissivity zone (T =1 x 10° to 2 x 1074 me/s) was
introduced between H-11b3 and the southern boundary in order to
reduce the formation pressures at DOE-1 and H-11. In order to
protect P-17 from too much drainage by this high transmissivity
zone and maintain consistency with the pressures measured at P-17,
the area around P-17 had to remain at its initial transmissivity
(T = 1.8 x 1070 m?/s).

A low-transmissivity zone (T = 1077 m2/s and less) was placed
between WIPP-12 and H-5 in order to reduce the ground-water flow
from the northern boundary towards DOE-1 and H-11. This measure
reduced further the pressure at those two wells. The same pressure
reduction could have been achieved by assigning even-higher trans-
missivities (more than 2 x 10'“ me/s) to the drainage zone south of
H-11. However, the combination of low transmissivities north of
DOE-1 and high transmissivities south of H-11 is considered to be
more reasonable for representing the real situation at the WIPP
site rather than just very high transmissivities south of H-11
only, because there is no other evidence (e.g., from well tests) of
the occurrence of a zone with very high transmissivities (more than
2 x 1074 m2/s) in the area south of H-11.
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In order to obtain the observed pressure gradient between H-3 and
H-2/H-1, the transmissivities in that area had to be increased
relative to the kriged initial transmissivities. The resulting
transmissivities (T = 4 x 1077 to 1 x 107> m2/s) are consistent
with the analytical interpretation of the H-3 multipad pumping test
by Beauheim (in preparation) to obtain average transmissivities
between H-3 and wells H-2 and H-1.

The correlation length of the transmissivities derived fram the
semi-variogram analysis (Section 3.4.1.3) is much larger than the
average grid-block size in the central part of the model area.
Therefore, the transmissivities of the grid block with a grid block
center that does not exactly coincide with an observed data point
(i.e., a well 1location) is influenced by the modifications
described above, even if there is a well located within the grid
block. The reason for this is one of the characteristics of
kriging, which always uses all data points within the correlation
length for the estimation of the value at a given point unless this
point coincides with a data point.

As shown in Figure 3.4, the grid block centers generally do not
exactly coincide with the well locations, although having coinci-
dent positions was attempted when the model grid was established
(Section 3.2.3). Thus, after the calibration of the model, the
transmissivities of the grid blocks which correspond to the
locations of H-1 and H-2 are higher than measured in H-1 or H-2.
This discrepancy is considered acceptable because the results of
the single-well hydraulic tests at these wells are not necessarily
representative for 50,000 m2, i.e., the grid block size at H-1 or

H-2.

After implementing all the transmissivity modifications described
above, it was found that the pressures at H-1, H-2 and H-3b2 were
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too loW, although the gradients between them were correct. The
transmissivities between H-3 and DOE-1/H-11 were consistent with
the analytical interpretation by Beauheim (in preparation) and,
therefore, they were not changed in order to increase the pressures
of H-1, H-2, and H-3. Thus, to increase the pressures in the H-1,
H-2, and H-3 region, the transmissivities between WIPP-13 and H-1
were increased to 1 x 1072 mé/s. These transmissivities are
consistent with the preliminary results of hydraulic testing
performed in WIPP-13, which indicate a transmissivity between
1 x 10"6 and 1 x 1072 m?/s (INTERA, unpublished estimate).

This intermediate transmissivity zone between WIPP-13 and H-1
caused a pressure increase at P-1l, which had to be campensated by

also increasing the transmissivities east of P-15 by half an order
of magnitude.

The above-described transmissivity modifications were implemented step
by step, gradually improving the agreement between the calculated and
the observed pressures (or freshwater heads). Howevei‘, there is no
unique spatial transmissivity distribution that best fits the observed
data. The reason for this lies simply in the large number of individual
transmissivities (one for each of the 928 grid blocks), which in theory
could be modified independently and in very small steps resulting in an
‘almost infinite number of spatial transmissivity distributions.

Thus, the transmissivity distribution shown in Figure 4.4 represents
only one possibility to calibrate the steady-state model to the
undisturbed formation pressures or freshwater heads. However, in order
to maintain consistency with the observed transmissivity data, the
transmissivity distribution of any calibrated model will most likely

show the following characteristics (as compared to the kriged initial
transmissivities).
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1. Either a very high-transmissivity zone between H-11 and the
southern boundary, or a combination of a high-transmissivity zone
there and a low-permeability barrier between WIPP-12 and H-5.

2. Slightly increased transmissivities in the area of H-1, H-2, and
H-3.

3. A zone of increased transmissivity either between WIPP-13 and H-1
or between H-6 and H-1/H-2, or generally higher transmissivities

between DOE-2 and H-1.

The hydrologic properties of the model using the transmissivities shown
in Figure 4.4 are discussed in the following section.

4.3 Pressure-Calibrated Model for Undisturbed Hydraulic Conditions

The results of the simulation using the same model par'a}r")eter's as the
initial run (Section 4.1) but the pressure-calibrated steady-state
transmissivities (Section 4.2) are summarized in Figures 4.5, 4.6, 4.7,
and 4.8.

Figure 4.5 shows a contour map of the calculated frestwater heads which
were derived from the calculated formation pressures. Additionally, the
flow field is presented with Darcy-velocity vectors. A comparison with
the contour map of the observed values (Figure 3.9) shows that there is
a very good agreement between the maps. The remaining discrepancies are
displayed in Figure 4.6, where the differences between the calculated

and the observed freshwater heads are contoured.

The numeric values on which Figure 4.6 is based are listed in Table 4.2.
The sun of the squared head differences for the observation wells is
3.42 m2, which corresponds to a mean squared difference of 0.24 m2. The
largest head differences occur at P-17 (-0.94 m) and H-11 (+0.88 m).
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Thus, the calibration criterion to reduce the difference to less than
1 m (Section U4.2) was achieved. Therefore, the model was considered to
be calibrated against the undisturbed, long-term freshwater heads. 1In
the following chapters this model is referred to as the '"pressure-
calibrated steady-state model".

The flow field of the pressure-calibrated steady-state model
(Figure 4.5) can be characterized with respect to Darcy velocities as
follows.

1. In the eastern model area (H-12, P-18, H-5), very low Darcy veloci-
ties (less than 10'9 m/s or less than 0.03 m/y) occur because of
the low transmissivities. Similarly, low Darcy velocities prevail
in the area between WIPP-12, WIPP-21, P-18, and H-5, because low
transmissivities have been implemented in this region during the
calibration process.

2. Very 1low Darcy velocities (less than 1079 m/s or less than
0.03 m/y) can also be seen in the area of P-15, H-4, and P-17, and
to the south of that area, where low transmissivities impede
ground-water flow.

3. Darcy velocities between 1079 m/s (0.03 m/y) and 5 X 1079 w/s
(0.15 /y) occur in the area from H-6 and DOE-2 in the north to P-15
and H-4 in the south.

y, Relatively high Darcy velocities (10'8 m/s or 0.03 m/y and more)
were calculated for the western part of the model area and the
high-transmissivity zone between H-11 and the southern boundary.
These areas correspond to relatively high transmissivities
(Figure 4.4).

4-9
HO9700R128



Thus, in general, the Darcy velocities are closely correlated to the
transmissivities assumed for the Culebra dolomite. Similarly, the flow
paths depend strongly on the transmissivity distribution. As Figure 4.5
shows, there are two main ground-water flow paths associated with the
high transmissivities in the model area: the first one flowing from
north to south along the western model boundary, and the second one
starting between H-6 and DOE-2 in the north, flowing to the south to
H-2, turning south-eastward, passing H-3 and DOE-1 and flowing again to
the south fraom H-11 to the southern model boundary.

The calculated formmation-water densities, which are derived from the
calculated fractional brine concentrations, are presented in Figure U4.7.
A camparison with the calculated densities of the initial run
(Figure 4.3) shows that there are only minor differences. The general
pattern, i.e., high densities (1.08 - 1.10 g/am3) in the eastern part
and intermediate densities (1.03 - 1.05 g/cng) almost everywhere else,
remained the same. The differences between the observed densities and
the model-calculated values are displayed as a contour map in
Figure 4.8. Accordingly, the model calculated values are too low at
DOE-1, H-11, and P-17. This is caused by the rather low-density water
thét flows fram the central part of the model (region of H-1, H-2, and
H-3) to DOE-1 and H-11 and then through the high-transmissivity zone to
the southern model boundary (Figure U4.7). Because the transmissivities
north and east of H-11 and DOE-1 are relatively low, only a small amount
of high-density water reaches the location of DOE-1 and H-11. Conse-
quently, the calculated fluid density there is almost the same as in the
central region (H-1, H-2, H-3). Additional calibration work to decrease
the differences between the observed and the calculated density values
at DOE-1 and H-11 is described in Section U4.5.

As Figure 4.8 further demonstrates, the calculated densities at H-1,
H-2, H-4, P-14, and P-15 are too high. With the flow field of the
pressure-calibrated steady-state model, the calculated densities at
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these locations are governed by the densities assigned to the northern
boundary conditions of the western half of the model. It 1is obvious
that with the boundary conditions implemented (lateral prescribed
pressure and prescribed density boundary conditions, but no vertical
flux into or out of the Culebra dolomlte) and a general hydraulic
gradient from south to north, it is almost impossible to obtain a north-
south density gradient as apparently observed between H-6 and H-2 or
between DOE~2 and H-1 (Figure 3.10).

Assuming that the measured densities are representative for the
formation water in the area of the boreholes from which the samples were
taken, there are several alternative approaches to address the problem.

1. The boundary conditions assigned to the northern model boundary may
not represent the real situation. As Figure 3.10 reveals, the
densities assigned to the western part of the model boundary are
governed by the values observed at WIPP-25, H-6, DOE-2, and
WIPP-30. During the definition of the boundary conditions it was
assumed that interpolation (as conducted by the contouring program)
between the boreholes would provide a spatial density distribution
representative of the real situation. This assumption 1s probably
valid if the connecting line between the boreholes (between which
the interpolation 1is done) is more or less parallel to the ground-
water flow, but not necessarily valid 1if the connection 1line is
perpendicular to the ground-water flow (as it 1is in the present
case). In the latter case, the density distribution between two
wells can be rather heterogeneous. Thus, the densitlies for the
boundary conditions were modified in the subsequent calibration
described 1in Section 4.5 1in order to improve the consistency
between the calculated and observed formation-fluid densities.

2. There may be water with low mlneralization leaking through the
Tamarisk Member into the Culebra dolomite, or highly mineralized
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water rising through the unnamed lower member of the Rustler
Formation. Such a vertical flux could cause the irregular spatial
density distribution observed. The testing of this possibility was
attempted by locally implementing a vertical, low-density or high-
density flux into the modeled Culebra dolomite. The conceptual-
ization and implementation of this vertical flux and the effects on

the spatial density distribution are discussed in Chapter 6.

3. The observed density distribution may not represent a steady state.
This would mean that the higher densities in the northwestern part
of the model represent the front of more saline water coming from
the north and replacing older, less saline water. This theory is
difficult to verify and also difficult to implement as a conceptu-
alization of the model. Modeling this process would require a
transient simulation covering several thousand years. Therefore,
it was not further pursued within the scope of this modeling study.

4.4  Sensitivity of the Model to Dispersivity

Before further model calibration (i.e., against the observed densities)
was conducted, the pressure-calibrated steady-state model was used to
investigate the sensitivity of the model to changes in the longitudinal
and transverse dispersivity.

As discussed in Section 3.3.3, longitudinal and transverse dispersivi-
ties of 50 m and 2.5 m, respectively, were selected and used throughout
the modeling. However, because of the uncertainties associated with the
estimation of these transport parameters, a systematic parameter
variation was performed.

During this parameter-sensitivity study, the longitudinal dispersivity
was varied using 10 m, 20 m, 50 m, 100 m, and 200 m. This range in

longitudinal dispersivity is considered adequate for the regional scale
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of the ground-water flow system that is being modeled. The transverse
dispersivity was changed accordingly so that the ratio of transverse to
longitudinal dispersivity stayed constant at 0.05.

The results of simulations using this parameter variation are shown in
Figures 4.9 and 4.10, where the calculated freshwater heads and the
density distributions are shown for a longitudinal dispersivity of 50 m
chosen as the standard case) and for dispersivity values of 10 m and
200 m. As seen, the effect of varying the dispersivities is very small
in the range fram 10 m to 200 m. Thus, the model can be considered to
be insensitive to changes in dispersivity. The reason for this is the
fact that there are no really strong density contrasts (over small to
intermediate distances) in the calculated spatial density distribution
of the calibrated steady-state model.

4.5 Calibration of the Model Using the Observed Formation-Water
Densities

The next step of the modeling study was to improve the agreement between
the calculated and the observed fommation-water densities. As discussed
in Appendix E, the observed density data can be associated with an error
of 0.5 - 0.6 percent inherent to the hydrogeochemical analyses and the
evaluation methods. This error does not include any possible error
caused by contamination of the water samples by non-formmation waters
(e.g., drilling fluid). Although methods exist to check the hydro-
geochemical consistency of water samples with the formation fram which
they were taken (Appendix E), it is difficult to quantify the error
caused by contamination unless the chemistry of the contaminant fluid
and its percentage in the sample is known (e.g., as a result of drilling
fluid tracer application). However, these hydrogeochemical consistency
checks have demonstrated that in general the water samples appear to be
representative for the Culebra dolomite (Appendix E.). Therefore, the

possible error due to contamination is not 1likely to exceed the
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analytical error, resulting in an estimated overall error of about 1% of
the observed density values. Thus, the accuracy of the observed
formation-water densitites 1is assumed to be +0.01 g/cm3, unless the
hydrogeochemical consistency checks indicate a higher possible error
(Appendix E, Table E.3).

Accordingly, the alm of the calibration process was defined to reduce
the difference between the observed and the model calculated densities
to less than or equal to 0.01 g/cm3 at those borehole locations where
reliable water samples have been taken. Of course, calibration against
the undisturbed formation pressures (or freshwater heads) had to be
maintained during calibration to the observed formation-water densities.

The starting point of this callbration stage was the transmissivities
and the boundary conditions of the pressure-calibrated steady-state
model. The model transmissivities were step-wise modified using the
approach described in Section 4.2.

The resulting transmissivities, which are referred to in this report as
'density-calibrated steady-state transmissivities!, are shown as a
contour map in Figure 4.11. A comparison with the pressure-calibrated
steady-state transmissivities (Figure 4.4) shows that the followling

modifications were made during the calibration process:

1. The high-transmissivity zone (T = 2 x 10““ m2/s) between H-11 and
the southern model boundary was shifted three grid blocks to the
west 1In order to direct the low-density ground water coming from
the model center (H-1, H-2, H-3) more to the west. In addition,
the low transmissivities between H-5 and P-18 introduced during the
calibration against the undisturbed heads (Section 4.2) were
removed, allowing more high-density ground water flowlng from the
northeastern corner to the area of DOE-1 and H-11. This additlonal
flow from the northeast did not significantly increase the heads at
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DOE-1 and H-11 because the high transmissivity in the south was
placed in a wider grid block allowing more water to be drained
without increasing the transmissivity of the 2zone itself. As a
result of these changes, the calculated formmation-water density at
DOE-1 and H-11 was increased by about 0.04 g/cm3.

In order to maintain the head at P-17, it was necessary to increase
the number of "artificial" points with low transmissivities around
P-17. Nonetheless, it proved to be difficult to avoid too much
drainage at P-17 as a result of the high-transmissivity zone, while
maintaining sufficient drainage fram the area at DOE-1 and H-11.
Therefore, the question arises whether the best estimate of the
undisturbed head for P-17 (911.2 m, Table 3.7) is accurate. As
Figure 3.9 shows, the contour lines in general are smooth. One
exception is the 912 m elevation line near P-17 which indicates a
freshwater elevation somewhat too high for the general pattern.
Taking into account the 16cal hydraulic gradient in the neighbor-
hood of P-17 (about 2n/km), a hydraulic head of 910 m a.s.l. seems
to be more representative than the previously estimated
912.2m a.s.l.

One possible reason for an overestimated head value at P-17 might
be that the estimate of the density of the borehole fluid used for
the calculation of the freshwater head is wrong. Assuming for
instance an effective borehole fluid density of 1.04 g/cm3, a
frestwater head of 909.6 m (using 842.4 m a.s.l. for the center of
the Culebra dolomite and 907.0 m a.s.l. for the water level in the
well) would result and fit much better to the regional pattern.
This explanation is supported by the difficulties in calibrating
the model such that the calculated formation-fluid density at P-17
is 1.060 g/an3 (see Section 4.6).
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With the above-mentioned changes in the transmissivities, it was
possible to improve the consistency between the calculated and the
observed formation-water densities at DOE-1 and H-11. As discussed in
Section 4.3, the calculated densities at the well 1locations depend
strongly on the prescribed densities of the boundary conditions along
the northern model boundary. Therefore, the prescribed densities for
the boundary conditions were step-wise modified during the calibration
against the observed formation-water densities. The resulting boundary
conditions are listed in Table 4.3. A comparison with the initial
boundary conditions (Table 3.9) shows that essentially the following
modifications were made:

1. The prescribed formation-water densities along the western model
boundary and along the western part of the northern model boundary
were lowered except directly north of H-6. Consequently, the
calculated densities at H-1, H-2, H-4, P-14, P-15, and H-T7 were
lowered, while the value at H-6 remained more or less the same.
Thus, the agreement between the calculated and the observed
formation-water densities is satisfactory (i.e., the difference is
less than 0.01 g/cm3 for most wells). However, the assigment of a
rather high density (1.039 g/cm3) north of H-6 does not really
solve the problem of understanding the reason for the relatively
high density at H-6 fram a scientific point of view, but rather
transfers it to the outside of the model -area. Therefore, the
question of why relatively different formation-water densities
occur in the western part of the model area was not answered by the
present modeling study (see also Section 6.1.2).

2. The prescribed formation-water densities along the northern model
boundary between DOE-2 and H-5 were adjusted in order to calibrate
the calculated formation-fluid densities in the eastern part of the

model area.
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The above-described modifications of the transmissivities and the
changes in the densities of the boundary conditions were implemented
step by step, gradually improving the agreement between the calculated
and the observed fomation-fluid densities while trying to maintain the
achieved calibration against the observed fresiwater heads. The results
of this calibration are discussed in the following section.

4.6 Density-Calibrated Model for Undisturbed Hydraulic Conditions

The results of the simulation using the modified transmissivities and
boundary conditions described in the previous section are shown in
Figures 4.12 through 4.15.

Figure 4.12 shows the calculated fresiwater heads as a contour map. The
differences between the calculated and the observed freshwater heads are
listed in Table 4.4 and presented as a contour map in Figure 4.13.

A camparison with the corresponding Figures 4.5 and 4.6 and Table 4.2 of
the pressure-calibrated model shows that the calculated heads were only
slightly changed by the calibration against the observed fomation-water
dehsities. The sun of the squared head differences for the observation
wells increased from 3.43 m2 (Table 4.2) to 4.57 m2 (Table 4.4). This
increase results mainly from a higner fresrwater head at H-11 and fram
lower values at H-4 and P-17, which are caused by shifting the high-
transmissivity zone (south of H-11) to the west (see previous section).
It would have been possible to reduce the difference between the calcu-
lated and the observed freshwater heads at either H-11 or at P-17 and
H-4, but causing an increased difference at the other location. Thus,
the calculated heads and head differences of the density-calibrated
model as shown in Figures 4.12 and 4.13 are a balanced compromise with
an error of +1.08 m and -1.07 m at H-11 and P-17, respectively
(Table 4.4). As already discussed in the previous section, the measured
freshwater head at P-17 may not be representative for that location.

4-17
HO9700R1 28



Therefore, it was felt that the achieved pressure calibration at P-17
and H-11 was sufficient, and no further attempts to improve the
calibration were made.

A second area where the calibration against the observed freshwater
heads deterior'a';ed during the density calibration was in the central
region (H-1, H-2, H-3). For instance, the error at H-3 increased fram
-0.16 m to -0.97 m (Tables 4.2 and 4.4). However, the increased errors
are still within the 1-m calibration limit, defined in Section 4.2.
Therefore, the calibration of the central region was still considered to
be sufficient.

The calculated formation-water densities and the differences between the
calculated and the observed densities are shown in Figure 4.14 and 4.15,
respectively. A comparison with the corresponding figures (Figures 4.5
and U4.6) of the pressure-calibrated model shows that the agreement
between the <calculated and the observed densities was improved
significantly. As discussed in Section 4.5, the aim of the calibration
process was to reduce the absolute differences between the observed and
the calculated densities to less than or equal to 0.01 g/cm3. As
Figure 4.15 demonstrates, this aim was reached at all borehole locations
except at P-17, H-3, and DOE-1.

The difference at P-17 (-0.04 g/cm3) is by far the largest in the model
area. It is a direct result of the simulated flow field (Figure 4.1U4)
which carries low-density water framn the central region to the high-
transmissivity zone between H-11 and P-17, causing relatively low
densities at P-17 (1.020 g/an3 instead of 1.060 g/am3). There is no
possibility of obtaining significantly higher densities at P-17 with
this flow field. Significant changes of this flow field are restricted
by the following facts:
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The relatively low freslwater heads at DOE-1 and H-11 require a
high-transmissivity 2zone between these two boreholes and the
southern boundary.

The transmissivity between DOE-1/H-11 and the central region (H-1,
H-2, H-3) cannot be changed significantly and still be consistent
with the interpretation of the H-3 multipad pumping test by
Beauheim (in preparation). Thus, there will always be a rather
strong flow of low-density ground water fram the central region to
the area of DOE-1 and H-11.

The transmissivities north and east of DOE-1 must be two to three
orders of magnitude lower than the transmissivities of the high-
transmissivity zone south of H-11 in order to obtain the observed
head distribution (DOE-2, H-5, DOE-1, H-11, H-12). Therefore, it
is not possible to increase the transmissivities north of DOE-1
significantly (e.g., in order to bring more high-density water into
the area of DOE-1 and H-11) without increasing the transmissivities
of the high-transmissivity zone. However, the pcssible range of
the permeability of the high-transmissivity zone is given by the

‘ results of the kriging analysis, which shows for the region south
of H-11 a transmissivity of about 4 x 1076 m2/s (Figure 3.7) and
estimation errors of about 1.3 on the log scale. Using i200 as the
confidence interval (95% confidence level), the possible transmis-
sivities range fram 1 X 1078 to 1.5 x 1073 m?/s. Thus, the
implemented transmissivities of the high-transmissivity zone
(2 x 10—14 m2/s) are already significantly higher than would be
estimated by the kriging analysis, although they are still well
within the 95% confidence interval. However, it was felt that the
transmissivities should not be increased much more without having
additional evidence for the existence of such a very high transmis-
sivity zone in the southern part of the model area. Consequently,
the transmissivity in the area between WIPP-12, H-3, P-18, and
DOE-1 cannot be changed significantly.
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y, The exact position of the high-transmissivity zone in the southern
model area can be varied. However, moving it to the east directs
the low-density ground-water flow coming fram the central area
(H-1, H-2, and H-3) more to the east causing the densities to be
too 1o at DOE-1 and H-11. Moving it more to the west improves the
density fit for DOE-1 and H-11, but lowers the calculated heads at
H-4 and P-17 too much. Thus, the position shown in Figure 4.11 is
a coampromise between having low densities at DOE-1 and H-11 and low
heads at P-17 and H-A4.

During the calibration process, the high-transmissivity =zone was
placed between H-4 and P-17 in order to increase the calculated
formation-fluid density at P-17 (Figure 4.16). The best fit to the
observed values that could be obtained with this variation is shown
in Figures 4.17 through 4.20. As these figures show, it was pos-
sible to direct the low-density ground water more to the west, but
not enough to reach an acceptable agreement between the calculated
and the observed densities at P-17. The calculated heads at H-11
and DOE-1 are too high, because the high-transmissivity zone is too
far away. In addition, the calculated heads at H-4 and P-17 are
too low, because the high-transmissivity zone drains too much water
fran that area. Even the general head distribution (Figure 4.17)
is less consistent with the observed pattern (Figure 4.9) than the
head distribution (Figure 4.12) resulting fram positioning the
high-transmissivity zone east of P-17. Because there is apparently
no way to obtain a good overall agreement between calculated and
observed fresiwater heads with the high-transmissivity zone placed
between H-4 and P-17, this oconceptualization was not pursued

further during the calibration process.

As a consequence, there does not appear to be any possibility of
changing significantly the general flow field shown in Figure 4.12
without sacrificing the oonsistency between calculated and observed
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heads and densities. Therefore, it is not possible to obtain a good
agreement between the calculated and the observed fommation fluid
densities at P-17 with the given model conceptualization. There are two
possible explanations for this density inconsistency.

1. The obser‘ved density at P-17 may not be representative for the
borehole location (see also previous section). This question can
be only answered by additional, carefully monitored, long-term
production tests at P-17.

2. The observed high densities at P-17 may be a local phenomenon
caused by vertical ground-water flow (e.g., from the Rustler-Salado
contact residuum through the unnamed loWer member of the Rustler
Formmation) into the Culebra dolomite. This possibility was further
investigated by conducting a sensitivity analysis concerning
vertical flux (see Chapter 6).

Because there is apparently no immediate way to solve the problem with
the density at P-17, the inconsistency was left during the remainder of
the modeling study, except for the sensitivity analysis mentioned above.

A similar problem exists with the fommation-water density at H-6. The
observed value is about 1.04 g/cm3. As already discussed, the boreholes
south of H-6 show lower fommation-water densities. With the simulated .
flow field it is difficult to obtain this kind of spatial density
distribution. As described in the previous section, an acceptable
agreement between calculated and observed density values was obtained by
assigning generally low densities to the northern model boundary, except
directly north of H-6. It was already mentioned that this heterogeneous
boundary condition only transfers the problem to the outside of the
model area but does not explain the apparent hydrogeologic phenomenon.
Again, one possible explanation might be the occurrence of vertical flux
into the Culebra dolomite, either from above or below, causing a spatial

density distribution that cannot be explained by horizontal flux only.
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Hydropad H-3 1s the second location within the density-calibrated
steady-state model where the difference between the calculated and the
observed formation-water densities exceeds 0.01 g,/cm3 (Figure 4.15).
The observed density is 1.04 g/cm3 while the calculated one 1is about
1.02 g/cm3. The low calculated densities are mainly a result of the
southeast-directed ground-water flow in the central region (H-1, H-2,
and H-3). This flow direction depends on the local spatial transmis-
sivity distribution. Locally changing the transmissivities results in
different calculated densities at H-3. Because the transmissivities in
the central reglon are the fitting parameters for the future calibration
during the translent modeling, and therefore subject to changes, it was
not attempted to 1mprove the density fit at H-3 during the calibration
against the observed formation-water densities.

The third borehole where the difference between the observed and the
calculated formation-water densities exceeds 0.01 g/cm3 is DOE-1
(Figure 4.15). There the observed value is 1.090 g/cm3 while the
density-calibrated model calculated density is 1.074 g/cm3. Similar to
H-3, the density at DOE-1 depends strongly on the local transmissivity
distribution in the central model area (shaft location, H-1, H-2, and
H-3). Because this area willl be subject to changes during the
calibration against the transient data and, more important, because the
observed density value of DOE-1 may not be representative of the
formation-water at that 1location (Appendix E), improving the fit at
DOE-1 was not attempted. |

4,7 Summary of the Steady-State Modeling

Starting with the initial kriged transmissivities and the initial
boundary conditions, the steady-state model was step-wlse callbrated
against the best estimate of the undisturbed freshwater heads and the
observed long-term formatlion-water densities.
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Compared with the kriged initial transmissivity distribution, the
resulting transmissivity distribution (Figure U4.11) of the density-
calibrated steady-state model is characterized by a high-transmissivity
zone (T =2 x 1074 m2/s) between H-11 and the southern model boundary.
This high-transmissivity zone 1is necessary in order to obtain the
observed relatively low freshwater heads at H-11 and DOE-1. Placing it
between H-4 and P-17 does not result in a satisfactory agreement between
the calculated and the observed frestwater heads.

The difference between the calculated and observed freshwater heads
(Figure 4.13) is less than 1.1 m for all well locations and less than
1m in general. Taking into account the uncertainty associated with the
observed freshwater heads, the calibration of the steady-state model can
be considered satisfactory.

The pressure-calibrated steady-state model was used to investigate the
sensitivity of the model to changes in dispersivity. A systematic
parameter variation with the longitudinal and transverse dispersivities
demonstrated that the steady-state model is insensitive to changes in
dispersivity.

The difference between the observed and calculated formation-fluid
densities (Figure 4.13) is generally less than 0.01 g/amn3, i.e.,

sufficient. A large inconsistency (-0.040 g/cm2) exists between the

observed and the calculated densities ét P-17. It was not possible to
reconcile the model at P-17 with the existing data. Possible reasons
are (1) the measured density value of P-17 is not representative for the
formation fluid in the Culebra dolomite at that location or (2) the
measured density value represents a rather local phenomenon possibly
caused by vertical flux fram either above or below the Culebra dolomite.
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A second inconsistency between calculated and observed densities
(-0.021 g/an3) remains at H-3. Because the calculated density at H-3
depends strongly on the local transmissivity distribution which will be
changed during future calibration against the transient data, it was not
attempted to improve the steady-state density calibration at H-3. At
DOE-1, a difference between calculated and observed densities of
-0.016 g/cm3 was not eliminated, mainly because the observed value may
not be representative for the formation water at that location.
HoWever, given the constraints of the model conceptualization and the
accuracy of the field data, the steady-state model can be considered to
be calibrated against the observed formation-water densities.
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5.0 SIMULATION OF TRANSIENT FLOW RESULTING FROM SHAFT ACTIVITIES AND
WELL TESTS

The original scope of the modeling study was to evaluate only the H-3
multipad pumping test, i.e., to simulate the transient behavior of the
Culebra dolamite in response to this test. However, during the
preparation of the data base and the development of the modeling approach,
it became obvious that the hydraulic conditions in the Culebra dolomite
have been influenced by drilling and testing activities at the shafts and
the well locations since 1981 (Section 3.6.2). Consequently, it was not
possible to simulate realistically the H-3 multipad pumping test by simply
assuning undisturbed hydraulic conditions at the beginning of the test.
It was necessary to implement the major disturbing events (i.e., shaft
activities and well tests) in order to obtain initial hydraulic conditions
that are representative of thne hydraulic situation in the Culebra dolomite
at the beginning of the H-3 multinad pumping test.

The implementation and simulation of the shaft activities and the well
tests that are considered to be important, as well as the simulation of
the H-3 multipad pumping test, are discussed in the following sections.

5.1 Implementation of Shaft Activities

As already discussed in Section 3.6.2, the hydrogeology of the Culebra
dolomite has been influenced by drilling and excavating three shafts
(waste-handling shaft, construction and salt-handling shaft, and exhaust
shaft) at the center of the WIPP site. These shaft activities have been
by far the most important hydrologic disturbance at the WIPP site since
1981, resulting in changes of more than 10 m in the piezometric surface
at the central part of the WIPP site (Section 3.6.2).

HO9700R128




5.1.1 The Early Shaft History

The first shaft excavated was the construction and salt-handling
shaft, formerly called the exploratory shaft (Appendix F). A detailed
history of the shaft construction was reported by Fenix and Scisson
(1982). This history was used by Stevens and Beyeler (1985) to model
the effect of the shaft drilling and shaft completion on the
hydrologic response at the H-1, H-2, and H-3 wells in both the Magenta
and the Culebra Dolomite Members of the Rustler Formation. As
demonstrated by Stevens and Beyeler (1985), the effect of the
exploratory-shaft construction on the pressures in the Culebra
dolomite was significant at the well locations H-1, H-2, and H-3.

A synopsis of drilling and construction events relevant to this study
is summarized below (modified after Stevens and Beyeler, 1985):

o4 July 81 :  Start of reverse-rotary drilling with 3.68-m
diameter. Land-surface elevation is about
1039.4m a.s.l.

O4 August 81 : Drilled into the top of the Culebra dolomite
(Figure 5.1).

09 August 81 : Drilled through the bottam of the Culebra dolamite.
The drilling-fluid level in the shaft fell below the
bottam of the Magenta dolomite (about 84T7.4 m
a.s.l.). Consequently, the fluid pressure in the
Culebra dolomite (center at 822 m a.s.l.) fell below
350 kPa.

15 August 81 : Drilling-fluid level in the shaft fell below the

bottam of the Culebra dolomite; subsequently,
ground-water flow fram the Culebra dolomite into the
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24 October 81

25 October 81
to
15 November 81

16 November 81:

HO9700R128

shaft was unrestricted and the Culebra dolomite was
exposed to atmospheric pressure (about 101 kPa).

Drilling stopped 701 m belos land surface; the bore-
hole was filled with brine to about 77 m below land
surface (962 m a.s.1.). The brine density was not
reported. Stevens and Beyeler (1985) estimated the
ratio of the density of the brine to the density of
the fomation fluid to be about 1.3. The formation-
fluid density at the shaft location is not exactly
known, but likely to be between 1.02 g/cn2 (e.g., at
the well H-1) and 1.04 g/cm (e.g., at H-3 or DOE-2).
Consequently, it can be assumed that the density of
the brine was about 1.3 g/cm3, which is rather
high. Using this density, the pressure at the
center of the Culebra dolamite can be calculated to
be 1886 kPa. The corresponding equivalent fresh-
water head equals 1004.0 m a.s.l.

Brine was continually added to the shaft. The
drilling fluid level, which was occasionally
reported, rose about 35 m over the time period.
It is likely that a considerable amount of brine
invaded the Culebra dolomite during that time
period.

The drilling fluid level in the shaft was at about
997.2 m a.s.l., resulting in a pressure of about
2334 kPa at the center of the Culebra dolomite
(assuming 1.30 g/cn3 as brine density). This
corresponds to an equivalent freshwater head of
1049.7 m a.s.l.
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16 November 81: The casing was lowered into the shaft. Stevens and
to Beyeler (1985) assumed that the brine either over-
03 December 81 floved the borehole while the casing was being
lowered or the brine level was at ground level.
This assumption results in a calculated formation
pressure in the Culebra dolomite of 2873 kPa or an
equivalent freshwater head of 1104.6 m a.s.l.

Ol December 81 : Beginning December U, the annular space between the
to casing and the shaft wall was cemented. Stevens and
06 December 81 Beyeler (1985) again made the assumption that the
brine in the shaft was either overflowing onto the
land surface or was at land surface. Thus it can be
assumed that the formation pressure in the Culebra
dolomite was about the same as during the casing
installation. On December 6, the cement-sealing

operation ended.

Thus, the early shaft history comprises the time period from July
1981 through December 1981. The effects of the activities at the
exploratory shaft during that time period on the hydrologic
situation at the locations of H-1, H-2, and H-3 can be seen in the
corresponding diagrams in Appendix D (Figures D.1, D.2, and D.3).
All three figures show a sudden decrease of the freshwater elevation
in the third quarter of 1981, which was caused by the first exposure
of the Culebra dolomite to atmospheric pressure. The peak
elevation, caused by filling the exploratory shaft with brine in
December 1981, is also clearly shown on all three diagrams. The
subsequent decrease of the frestwater elevations in 1982 reflects
the end of the influence by the exploratory shaft and the exposure
of the Culebra dolomite to atmospheric pressure at the ventilation
shaft (Section 5.1.2). Although the above-discussed early shaft
activities did not significantly influence the hydrologic situation
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in the Culebra dolomite in 1985, they were incorporated into the
simulations because their effects represent an excellent test of the
behavior of the transient model. The effect of the shafts over the
total period of 1981 to 1985, however, did have a pronounced
influence on the pressure distribution in the Culebra at the start
of the H-3 multipad test in 1985.

5.1.2 The Open-Shaft Period

The drilling of the ventilation shaft (1.83-m diameter), which was
widened two years later and renamed the waste-handling shaft (5.8-m
diameter), was started in December 1981 and completed in February
1982. Drilling-fluid-level data from this time period were not
available. Therefore, it was assumed that, similar to the drilling
of the exploratory shaft (Section 5.1.1), the drilling-fluid level
fell beloWw the Culebra dolomite on January 15, 1982. Subsequently,
the ground-water flow fram the Culebra dolomite into the shaft was
unrestricted, i.e., the Culebra dolamite was again exposed to
atmospheric pressure. The ventilation shaft remained open and
draining prior to excavation as the waste-handling shaft between
November 1983 and August 1984,

The third of the three shafts, the exnaust shaft, was started as a
7-7/8-inch pilot hole in October 1983. It was drilled out to an
11-inch diameter in December 1983. The shaft was then raise-bored
to 1.83-m diameter from December 1983 to February 1984. Although
the liner plate at the elevation of the Culebra dolamite was grouted
during shaft construction in December 1984, considerable seepage
through the lining was observed (more than 1 liter/min; details see
Appendix F). An additional grouting and sealing of the Culebra
dolamite was oconducted in June and July 1985. The exact date for
which the sealing of the Culebra dolomite was effective is not
known. Based on the recorded pressures at the waste-handling shaft
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(Appendix F, Figure F.2), it was assumed for modeling purposes that
the Culebra dolomite at the exhaust shaft was sealed on July 15,
1985. At the scale of the model, the three shafts can be considered
to be a single hydrologic factor in the model. Consequently, it was
assumed for the modeling study that the Culebra dolamite was exposed
to atmospher'i‘c pressure from January 15, 1982 through July 15, 1985.
During this time period, the ground-water flow fram the Culebra
dolomite into at 1least one of the shafts was assumed to be
urestricted.

The drawdown at the well locations H-1, H-2, and H-3 caused by the
open shafts can be seen in the corresponding diagrams in Appendix D
(Figures D.1, D.2, and D.3). Subsequent to spring 1983, the
drawdown at these wells was disturbed by other activities (e.g.,
pumping tests). Therefore, the long-term drawdown caused by the
open shaft can only be estimated. The drawdown can be estimated to
be about 14 m at H-1, about 4 m at H-2, and about 2.8 m at H-3.

The recorded data of H-4, H-5, H-6, P-15, and P-17 (Appendix D,
Figures D.4, D.5, D.6, D.16, D.17) do not show a clear response to
the construction work at the shafts, partly because their water
levels were disturbed by other factors. It was assumed that the
effect of the open shafts at these well locations was less than 1 m.

No water-level data for the time period before 1984 were available
for the locations of DOE-1, H-11, WIPP-18, WIPP-19, WIPP-21, and
WIPP-22. Therefore, it is not possible to estimate the effect of
the shaft construction on the fommation pressures at these
locations.
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5.1.3 The Shaft Leakage After Shaft Sealing

As mentioned before, the last of the three shafts (i.e., the exhaust
shaft) was lined and sealed in July 1985. However, the sealing in
all three shafts is not fully effective, allowing formation water
fran the Culebra to leak through the shaft seals (Appendix D and F).
Pressure transducers monitor the formation pressure behind the shaft
sealing. Both the observed leakage and the measured formation
pressures indicate that the Culebra dolomite did not return to its
undisturbed hydrologic situation but is developing a new hydrologic
equilibriumn, with a formation-pressure drawdown cone around the
shaft location, The depth and the size of the new drawdown cone
will be governed by the long-term pressure at the shaft location and
the remaining leakage rates.

Thus, at the beginning of the H-3 multipad pumping test in October
1985, the hydrologic situation of the Culebra aquifer was samewhere
between the situation in the first half of 1985, which is character-
ized by a Culebra dolomite which has been exposed to atmospheric
pressure for U4 years, and a neWw hydrologic equilibrium defined by
the remaining shaft leakage (Section 3.6.2).

The existing data (Appendix D) indicate that the Culebra frestwater
elevation at the shaft location between July 1985 and October 1985
was somewhere between 885 and 900 m a.s.l1. There are no documented
measurements of the total shaft leakage for that time period. Leak-
rate measurements taken in the waste-handling shaft in 1986 range
between 0.5 and 2 1/min. For the first transient simulations, a
total leak rate (for all three shafts) of 2 1/min was assumed for
the sealed but leaking shafts.

W
i
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5.1.4 Implementation of the Shaft History

In order to simulate the shaft history outlined in the previous
sections, a sink/source at the shaft location was included in the
model. Technically this was done by placing a pumping/injection
well in the grid block that corresponds to the location of the three
shafts. The early shaft history (Section 5.1.1) and the open-shaft
period (Section 5.1.2) were simulated using the pressure-controlled
mode of the wellbore submodel (Reeves et al., 1986a). Using this
model option, the transient pressures at the shaft location during
that time period were prescribed. The corresponding leak or
injection rate was automatically adjusted by SWIFT II during the
simulation so that the prescribed pressures were maintained at the
grid-block center.

For the simulation of the sealed but leaking shafts (Section 5.1.3),
the rate-controlled mode of the wellbore submodel (Reeves et al.,
1986a) was used. As discussed in Section 5.1.3, an estimated leak
rate of 2 1/min was used. This leak rate was modified later in the
modeling study in order to fit the calculated pressures to the
observed data (Section 5.5).

5.2 Implementation of Well Tests

Since 1981, the hydrogeology of the Culebra dolamite has not only been
disturbed by the shaft activities discussed in the previous section but
also by numerous well tests. Important for the hydraulic situation in
the central part of the model area were the tests performed at H-2, H-3,
and H-4. Consequently, the tests on these wells or hydropads that were
considered to be relevant and for which sufficient data were available
were implemented in the model.
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In the following sections, the tests which meet the above-mentioned
criteria are briefly described and their implementation discussed.

5.2.1 Well Tests at the H-2 Hydropad

The test hivstor'y of the H-2 hydropad is rather canplicated
(Appendix D, Figure D.2), consisting of a number of slug, pumping, and
tracer tests. However, for this modeling study, only tests conducted
since 1981 were considered, mainly because earlier tests are not
likely to have an influence on the hydrologic situation in the Culebra
dolomite in 1985 or 1986.

Based on unpublished information (test field notebooks by Hydro Geo
Chem and INTERA Technologies, Inc.), the following major tests have
been conducted at the H-2 hydropad since 1981:

e a punping test at H-2b2 (October 13-16, 1983) with an average
pumping rate of 1.47 1/min (calculated for a 36-hour pumping
period);

e a second pumping test at H-2b2 (November 8-17, 1983) with an
average pumping rate of 1.07 1/min;

e ~ bailing at H-2b1, H-2b2, and H-2c between June 7, 1984 and July 2,
1984, The volumes of ground water removed from the different
boreholes during the different tests totaled about 8100 1. This

corresponds to an average production rate of 0.23 1/min during
that time period;

e a third pumping test at H-2b2 (July 17 - August 2, 1984). During
eight pumping periods, about 2600 1 were removed from that bore-
hole. This corresponds to an average pumping rate of 0.11 1/min
during the time period.
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Numerous additional tests or similar activities were performed since
1981, but because they did not last more than 3 or 4 days, they were
not coonsidered to be important enough to be implemented into the
model. Also, recirculation tracer tests performed at the WIPP site
were not oonsidered, because these tests do not represent a net
removal of gr-oimd water fram the Culebra.

The well history at the H-2 hydropad was complicated by drilling
activities (e.g., H-2b2 in summer 1983), well reconditioning (e.g.,
all wells at the H-2 hydropad in winter 1983/1984), packer movements
and transducer installations (e.g., H-2b1 in July 1984). Sufficient
data on these activities were not available to allow incorporation of
them into the model. Thus, only the four tests outlined above were
implemented into the model using the SWIFT II wellbore sutmodel (rate-
controlled mode).

5.2.2 Convergent-FloW Tracer Tests at the H-3 Hydropad

After campletion of the H-3 hydropad early in 1984, the first major
test conducted at that hydropad was the convergent-flow tracer test
(Hydro Geo Chem, 1985; Kelley & Pickens, 1986). The activities
associated with this test included well development, a pumping test
designed to evaluate the transmissivity of the Culebra dolomite at the
H-3 hydropad, and the pumping period corresponding to the convergent-
flow tracer test. The punp rates associated with these activities are
plotted in Figure 5.2. The first two pumping periods (well develop-
ment) were very short and, therefore, they were not incorporated into
the model. The first pump period lasted fram April 23 through May 7,
1984. An average production rate of 15 1/min was used. On May 7, the
pumping rate was lawered in order to prepare for the convergent-flow
tracer test which had to be performed under regulated-flow conditions.
As Figure 5.2 shows, a pumping rate of about 11.4 1/min was maintained
between May 7 and June 3, 1984, During the following days, until the
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end of the test on June 12, 1984, somewhat higher pumping rates were
recorded. An average pumping rate of 13.2 l/min was selected for
modeling purposes for this latter period.

In summary, the convergent-flow tracer test was implemented as a
pumping test using 15 1/min for the time period fram April 23 to
May 7; 11.4 1/min from May 7 to June 3; and 13.2 1/min from June 3 to
June 12, 1984,

5.2.3 Step-Drawdown Test at the H-3 Hydropad

A step-drawdown test was performed at the H-3 hydropad between June 20
and July 10, 1985 (INTERA, 1986). Using the well H-3b2 as a pumping
well, the pumping rate was step-wise increased (Figure 5.3) and the
response in the surrounding wells recorded (Appendix D).

As 1illustrated in Figure 5.3, the following average pumping periods
and rates were impl emented:

June 20 - June 24, 1985 7.75 1/min
June 24 - June 28, 1985 : 15.0 1/min
June 28 - July 5, 1985 : 18.0 1/min
July 5 - July 10, 1985 : 19.25 1/min

These four pumping periods with the corresponding pumping rates were
implemented using the rate-controlled mode of the SWIFT II wellbore
submodel .

5.2.4 H-3 Multipad Pumping Test

The pumping period of the H-3 multipad pumping test was fram
October 15, 1985 through December 16, 1985 (INTERA, 1986). Using the
H-3b2 well as the pumping well, an average of about 18.5 1/min
(Figure 5.4) was removed over a time period of 62 days.
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The H-3 multipad pumping test was incorporated into the model using
the rate-controllied mode of the SWIFT II wellbore submodel.

5.2.5 Convergent-Flow Tracer Test at the H-4 Hydropad

A long-temm tracer test was conducted at the H-4 hydropad from
October 24, 1982 to October 15, 1984 (Hydro Geo Chem, 1985; Kelley and
Pickens, 1986). The withdrawal well was H-lUc. The pumping rate
during the tracer test (Figure 5.5) can be generally divided into two
separate flow periods. The first flow rate started October 24, 1982
with a pumping rate of about 1 1/min and was held until June 10, 1983.
At that time, the pumping rate was doubled to 2 1/min and maintained
until August 9, 1983. As Figure 5.5 shows, the pumping rate fluctu-
ated around 1.86 1/min during the following months until June 20,
1984, Slightly higher pumping rates, with an estimated average of
2 1/min, were recorded from June 20, 1984 until the end of the tracer
test on October 15, 1984,

Similar to the other well tests, the H-U4 convergent-flow tracer test
was implemented into the model using the rate-controlled mode of the
SWIFT II wellbore submodel.

5.3 Time-Step Considerations

During the assimilation and evaluation of the transient data available
on the Culebra heads at the WIPP site, it became obvious that drilling
and excavating the shafts had been by far the most important disturbance
on the hydrologic system during recent years (Section 5.1). Therefore,
it was decided that the transient simulation in this modeling study
should cover the whole shaft history from its beginning in July 1981 to
the present (fall 1986). For convenience, January 1, 1981 was selected

as the beginning of the simulation time scale.

-12

(92|

HO9700R128



A sensitivity analysis indicated that the transient behavior simulated
by the model is insensitive to the length of the time steps. However,
the transient resolution of the simulation of each of the hydrologic
disturbances is a direct function of the number and the length of the
time steps. Taking into account the length of time to be simulated
(more than 5 yeér‘s) and the transient resolution of the observed head
data (e.g., Appendix D), it was felt that a resolution of one day was
appropriate. Consequently, the smallest time step used in this modeling
study had a length of one day. 1In order to optimize the efficiency of
the simulation, the minimum time step was only used at the beginning of
a new activity, e.g., at the start of a test or after drilling a shaft.
Similar to the cammon practice of reducing monitoring frequency during a
hydraulic test, the length of subsequent time steps was increased (e.g.,
2, 4, 8, 16 days). An arbitrary maximun of 32 days was chosen for the
time steps. For illustration purposes, the time steps employed are
graphically shown together with other transient-simulation informmation
in Plates 1 and 3.

5.4 Transient Simulation Using the Density-Calibrated Steady-State
~ Model

The transient simulation of the shaft activities (Section 5.1) and the
well tests (Section 5.2) was conducted using the steady-state solution
for pressure and brine concentration of the density-calibrated steady-
state model (Section 4.6) as initial conditions. The time steps were
implemented as discussed in Section 5.3. The transient results of the
simulation are displayed in Plates 1 and 2.

As discussed in Section 5.1, the shaft activities were modeled employing
prescribed pressures at the shaft location (Plate 1) for most of the
simulation period. During the simulation, SWIFT II calculated the
corresponding production or injection rates which are also plotted in
Plate 1. Especially for the early shaft history (1981-1982), the
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different production or injection rates caused either by exposing the
Culebra dolomite to atmospheric pressure or by filling the shaft with
brine can be easily recognized. After sumner 1985, the shaft leakage
was simulated by prescribing the production rate. The corresponding
response is shown in the graph displaying the freshwater heads at the
shaft location.

All the well tests were simulated using prescribed pumping rates
(Section 5.2), as displayed in the other graphs in Plate 1.

The calculated transient frestwater heads of some of the well locations
are plotted in Plate 2. For comparison, the observed data are also
shown in Plate 2. 1In many cases there is a very good agreement between
the calculated and the observed data. In the following subsections, the
transient response fram the shaft activities and the well tests are
briefly discussed.

5.4.1 Simulation of Early Shaft History

The effects of the early shaft history in 1981 and 1982
(Section 5.1.1) were observed at H-1, H-2, and to a lesser extent at
H-3. In all three wells, the calculated freshwater heads follow
closely the observed values. This indicates that the transmissivities
used between the shaft and H-1, H-2, and H-3 are approximately
correct. Because the observed pressure response resulting fram
filling the shaft with brine (1.30 g/cm3) is very well matched by the
calculated value, the transmissivities used can be changed only if the
density of the brine is also changed (see Section 5.1.1). The fact
that the calculated drawdown at H-1 resulting from the first exposure
of the shaft to atmospheric pressure is sanewhat smaller than was
observed may indicate that the transmissivity between H-1 and the
shaft 1location could be somewhat higher. In this case, a lower
density would have to be used for the injected brine.
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The early shaft history likely caused very strong head changes at the
locations of WIPP-22 and WIPP-21 and to a lesser extent at WIPP-19 and
WIPP-18. However, no observed data exist from these wells for the
years 1981 and 1982, because the wells were not completed so as to
obtain Culebra heads prior to summer 1985.

5.4.2 Simulation of the Open-Shaft Period

The drawdown cone caused by the open shafts fram 1982 through 1985
(Section 5.1.2) has been observed at H-1, H-2, and to a lesser extent
at H-3. In general, the agreement between the observed and the calcu-
lated transient data is acceptable (Plate 2). At H-1, the observed
long-term drawdown is larger than the calculated one, indicating that
a slightly modified transmissivity distribution (e.g., generally lower
transmissivities north of H-1 and the shafts or higher transmissivi-
ties between H-1 and the shaft) might result in a better agreement
between the observed and the measured transmissivities. But it must
be emphasized thnat because of the good agreement between the calcu-
lated and the observed drawdown at H-3, the model transmissivities
used between the shaft and H-3 must be approximately representative of
the real situation. The drawdown caused by the open shafts would also
have been observed at the wells WIPP-21, WIPP-22, WIPP-19, and WIPP-18
if they had been recompleted in the Culebra before 1985.

5.4.3 Simulation of the Shaft Leakage After Shaft Sealing

The sealing of the last shaft (exhaust shaft) in summer 1985 (Section
5.1.3) reduced considerably the ground-water flow from the Culebra
dolomite into the shafts (Plate 1). The freshwater-head increase can
be seen in the corresponding graph for the shaft location (Plate 1)
and in the graph of H-1 (Plate 2). The sealing can also be recognized
at H-2 and H-3 (Plate 2), but the pressure recovery is complicated by
the recovery from the H-3 step-drawdown test. It is likely that the

HO9700R128



recovery could have been observed at the WIPP wells north of the shaft
locations if these wells had not been undergoing recompletion and
recovery from the recompletion activities. In general, the calculated

pressure recovery seems to be consistent with the observed values.
5.4.4  Simulation of the H-2 Well Tests

The well tests at H-2 were implemented as described in Section 5.2.1.
The oorresponding production rates are shown in the corresponding
graph of Plate 1. Compared to the other well tests, these tests were
only minor hydrologic st‘r'esses on the Culebra dolamite. Thus, the
effects of the H-2 well tests are barely visible at other well
locations (Plate 2). The head data for H-2 exhibit considerable
scatter, apparently as a result of both testing at H-2 and activities
at the shafts and other hydropads. Therefore, it is difficult to
assess whether the calculated response to the implemented H-2 well
tests is representative of the real situation or not.

5.4.5 Simulation of the H-3 Convergent-Flow Tracer Test

The implementation of the H-3 convergent-flow tracer test is discussed
in Section 5.2.2. The corresponding production rates are shown in the
H-3 graph of Plate 1. As Plate 2 shows, the calculated and the
observed drawdown at the H-3 hydropad are in good agreement. The
convergent-flow tracer test probably caused a drawdown at H-1 and H-2,
but the response is disturbed by other factors, i.e., it cannot be
identified in the observed data. A small drawdown is observable at
H-11 and DOE-1. At DOE-1, the calculated freshwater heads agree well
with the observed data. At H-11 the heads are influenced by a test
conducted at the H-11 hydropad (which was not simulated).
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5.4,6 Simulation of the H-3 Step-Drawdown Test

The H-3 step-drawdown test was implemented as described in
Section 5.2.3. The corresponding production rates are shown in Plate
1. As Plate 2 shows, the calculated and the observed drawdown at the
H-3 hydropad are in good agreement, although the calculated recovery
is faster than the observed one. Due to lack of data, the response
from the step-drawdown test is not visible at H-1 and H-2. As with
the convergent-flow tracer test, the step-drawdown test caused small
responses at DOE-1 and H-11. In both wells, the calculated and
observed responses are in very good agreement. This indicates that
the transmissivity field of the model between H-3 and DOE-1 and H-11
is reasonably representative of the real situation.

5.4.7 Simulation of the H-3 Multipad Pumping Test

The implementation of the H-3 multipad pumping test is discussed in
Section 5.2.4. The pumping rate is shown in Plate 1 and the
corresponding transient responses are shown in Plate 2.

At the H-3 hydropad pad, the calculated drawdown is samewhat smaller
than the one observed in the pumping well H-3b2 (lowermost values of
the H-3 hydrograph in Plate 2). For the simulation, a large well
index of 1 m2/s was used. Additional details on the use of the well
index are presented in Reeves et al. (1986a). Due to this high well
index, the model does not simulate any skin effects in the production
well. From a technical point of view, it would have been possible to
calibrate the well index at H~3 such that the calculated drawdown
matches the observed drawdown of the pumping well. However, because
the pumping rate at H-3 is known and fixed, the well index becanes a
pure fitting parameter and would not provide additional information
about the hydrologic system in the Culebra dolomite. As with the two
previous tests at the H-3 hydropad, the calculated recovery after the
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H-3 multipad pumping test is faster than observed. This may indicate
that the storativity in the H-3 area is samewhat higher than the value
of 2 x 1072 used in the model.

The observed data at H-1 and H-2 exhibit a drawdown and recovery in
response to the H-3 multipad test. At H-2 the observed and calcul ated
drawdowns have about the same magnitude, while at H-1 the observed
drawdown is considerably larger than the calculated drawdown. 1In both
wells, the observed recovery is much sloder than the calculated
recovery. Unfortunately, good observed data for these wells are not
available for the periods during the H-3 convergent-flow tracer test
and the H-3 step-drawdown test. Therefore, it is not possible to
identify whether the disagreemerit between H-1 and H-2 calculated and
observed data from the H-3 multipad pumping test is caused by using
non-representati ve model parameters (e.g., transmissivities) or by

other disturbances.

At H-11 and DOE-1, a response to the H-3 multipad pumping test was
observed. The calculated responses matched the observed ones very
well. This confirms the indication fram previous tests conducted at
H-3 that the model transmissivities between H-3 and H-11 and DOE-1 are
probably representative of the real situation.

At WIPP-21, and to a lesser degree at WIPP-22 and WIPP-19, strong
drawdowns during the H-3 multipad pumping test and subsequent slow
recoveries were observed. The densities of the borehole fluids in
these boreholes during the test are not well known. Therefore, in the
following discussion only the changes in freshwater heads are
considered, rather than the absolute freshwater heads. A comparison
of the calculated data and the recorded changes in heads shows that
much smaller responses were calculated by the model. This is somewhat
surprising because, for the model in general, the agreement between
the calculated and the observed transient freshwater heads is good.
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However, the disagreement between the calculated and the observed data
implies that either the model transmissivities used are not at all
representative of the real situation or that some other event caused
the drawdown of WIPP-21 and the other WIPP wells to the north.
Considering that the observed drawdown at WIPP-21 is larger than that
observed at H-1, rather large transmissivities would be required
between H-3 and WIPP-21 in order to &allow such a response. At
present, no data exist to support such a high-transmissivity feature
between WIPP-21 and H-3.

Similar to the water-level response at WIPP-21, transducer measure-
ments in the Culebra in the waste-handling shaft showed a sudden
pressure drop during the H-3 multipad pumping test (Plate 1). The
equivalent freshwater-head drawdown is more than twice as large as the
observed drawdown at H-1. However, the model-calculated drawdown at
the waste-handling shaft is negligible. The observed recovery at the
shaft location is slow and linear, as opposed to the rather steep
recovery at H-3. All this leads to the conclusion that a very unusual
transmissivity distribution would be required to allo+ the shafts to
respond as observed to the H-3 multipad pumping test. On the other
hand, the transmissivities between the shaft location and H-3 as used
in the model must be at least approximately representative of the real
situation, because the response at H-3 from the early shaft history
and the open-shaft period is correctly simulated (Sections 5.4.1 and
5.4.2). Therefore, it was concluded that the large drawdowns at the
shaf't location and at WIPP-21 must be caused by samething other than
the H-3 multipad pumping test.

One possibility is that during the H-3 multipad pumping test an
addi tional leakage of ground water from the Culebra occurred in one of
the shafts, causing the sudden pressure drop. This would explain why
the drawdown at the shaft is greater than at H-1. It could further
explain why the measurements in the different shafts differ so much
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(Appendix D, Figure D.31), because, assuning the transducers in all of
the shafts have good hydraulic connection to the Culebra, one would
have expected similar pressure responses in all shafts if they were
responding only to the pumping at the H-3 hydropad. Furthemore,
additional leakage occurring at one of the shafts would explain the
observed but | not calculated response in WIPP-19, WIPP-21, and
WIPP-22. Finally, it could account for the smaller calculated-than-
observed drawdowns and slower observed recoveries of H-1 and H-2.
Therefore, this possibility was further investigated at a later stage
of the modeling study (Section 5.5).

5.4.8 Simulation of the H-Y4 Convergent-Flow Tracer Test

The implementation of the convergent-flow tracer test at the H-U4
hydropad is discussed in Section 5.2.5. The implemented pumping rates
are graphically shown in Plate 1. The calculated and the observed
responses at H-U4 are plotted in Plate 2.

As Plate 2 shows, the effect of the H-4 convergent-flow tracer test is
restricted to the H-4 hydropad because of the 1ow transmissivities in
the region of H-4. As the H-4 hydrograph in Plate 2 shows, the
agreement between the calculated and the observed frestwater heads is
very good. This indicates that the employed model transmissivities in
the area of the H-4 hydropad are generally representative of the real
situation.

5.5. Implementation and Simulation of Additional Leakage at the Shaft

Location

The transient simulation of the shaft activities and well tests as
described in Sections 5.1 and 5.2 resulted generally in a good agreement
between calculated and observed freshwater heads at the well locations.

The largest discrepancy was the fact that a large drawdown observed at
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the shaft location and the WIPP wells north of the shafts during the H-3
multipad pumping test was not reproduced by the model. It was concluded
that this drawdown was not caused by the H-3 multipad pumping test but
by an additional removal of ground water from the Culebra dolomite
somewhere else, likely in one of the shafts.

The recorded freshwater heads at the shaft locations (Appendix D,
Figure D.31) show a much larger pressure drop in the waste-handling
shaft than in the construction and salt-handling or the exhaust shafts.
Therefore, it is likely that the principal cause of the drawdown in the
region of the shafts was located in the waste-handling shaft.

The existing records of the waste-handling shaft show no special
activity or any unusual phenanena for the time period when the measured
pressure drop occurred. However, the shafts are known to be leaking
(Appendix F) and an additional leak could have developed in the waste-
handling shaft around December 1, 1985. For instance, the opening of an
additional crack in the concrete liner of the shaft could have caused
the observed sudden and sharp pressure drop. As the recorded data show,
the freshwater head at the waste-handling shaft remained low for about
one month and then rose at an almost constant rate during the subsequent
month. This linear recovery is very atypical for a well when the
withdrawal of ground water is suddenly stopped. Therefore, it cannot be
assumed that the new leak was closed or repaired in January 1986.
Rather, the observed recovery data indicate a slow and constant
reduction of the leak rate over a period of several months. The
reduction could be caused by a gradual plugging of the leakage path
with, for example, calciun carbonate or gypsun. As the hydrochemical
analyses have shown (Appendix E), the Culebra ground water appears to be
saturated with respect to carbonate and gypsum under in-situ conditions.
Ground water leaking through a fissure in the shaft liner is exposed to
a different temperature and pressure which changes the hydrochemical
equilibriun. Hence, ground water saturated under formation conditions
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can become oversaturated while seeping through a fissure in the shaft
wall and result in a precipitation of the corresponding minerals.
Observations in the shafts support the theory that minerals precipitate
fran ground water leaking through fissures in the shaft wall. For
instance, Mr. Gallerani (personal ocommunication) has reported the
occurrence of a white, hard precipitate associated with fractures in the
shaft walls. This precipitate is presumably calciun carbonate, since

Mr. Gallerani reported a reaction with HC1l (personal cownunication).

Based on the discussion above, the following working hypothesis was
developed. Around December 1, 1985, a new crack in the grouted wall of
the waste-handling shaft was opened, thus allowing a direct pressure
decline in the Culebra. The cause of the event is unknown, but the
walls of tunnels or shafts always undergo minute movements which can
cause separations in the liner or in the grouting. During the following
30 days, the new 1leak remained open causing the observed pressure
depression at the waste-handling shaft. A smaller response can be seen
in the records of the other two shafts and the WIPP wells to the north
of the shafts (Plate 2). During and subsequent to January 1986, the
crack was gradually closed by precipitating minerals resulting in a
linear pressure increase at the shaft location. Thus, the observed
fresiwater heads at the WIPP site during and after the H-3 multipad
punping test are likely to be the result of superimposed responses to
two different processes, i.e., the pumping at H-3b2 and the leakage in
the waste-handling shaft.

Unfortunately, no quantitative leak-rate measurements in the shafts were
made before January 24, 1986. However, the observed data gained during
the subsequent months (Appendix D, Table D.1) show a steady decline of
the leak rates from about 1.8 1/min in January to about 0.5 1/min in
June 1986. Thus, the existing data are at least consistent with the
hypothesis outlined above.
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To evaluate this working hypothesis further, an additional leakage was
incorporated into the transient model. In order to simulate the sudden
pressure drop in December 1985, a prescribed pressure of about 435 kPa
was employed at the shaft location, starting December 1, 1985. This
prescribed pressure corresponds to a freshwater head of about 856 m,
which is consistent with the observed data (Appendix D, Figure D.31).
Using the pressure controlled mode of the SWIFT II wellbore submodel,
the necessary leak rates were calculated during the simulation.

To simulate the gradually declining leak rate, the rate-controlled mode
of the wellbore submodel was used from January 1, 1986 through
August 15, 1986, Starting with a prescribed leakage of about
2.95 1/min, the rate was linearly reduced to 2 1/min in August 1986.
The starting leak rate was found using the last model-calculated leak
rate during the pressure-controlled simulation in December 1985. The
latter number is the same as used for the simulation of the remaining
shaft leakage in the first transient model (Section 5.4). After
August 15, 1986, a constant leak rate of 2 1/min was utilized.

The prescribed and calculated leak rates and fresiwater heads at the
shaft location are plotted in Plate 3. A comparison with the observed
data show that the calculated heads at the shaft location follow closely
the waste-handling shaft data. It seems to be very difficult to obtain
such a good agreement between the observed and the calculated data for
the waste-handling shaft by means other than those described above. The
graph displaying the corresponding leak rates shows the steady decline
during 1986 after the initial peak in December 1985. As already
mentioned, no leakage measurements were made in December 1985. Also,
the measurements made in 1986 have to be associated with large possible
errors, e.g., caused by the unknown percentage of evaporation (for
details see Appendix F). With these uncertainties in mind, the employed

or calculated leak rates can be considered to be consistent with the
existing observed data.

5-23
HO9700R128



The calculated freshwater heads at the well locations surrounding the
shaft are plotted in Plate 4. A comparison with Plate 2 shows that at
H-1 and H-2 the agreement between the calculated and the observed fresh-
water heads could be improved. For this camparison, it has to be taken
into account that there was already a difference between the calculated
and the observed data at the beginning of the H-3 multipad pumping test.
Therefore, the head changes rather than the absolute head values should
be considered. Although the agreement at H-1 and H-2 is not yet
perfect, it indicates that implementation of an additional shaft leakage
was a step in the right direction, leaving room for further improvements
by modifying slightly the transmissivities or the storativities.

At the WIPP wells north of the shaft location, the implementation of
additional shaft leakage resulted in a response which has the same order
of magnitude as the observed one. As discussed in Section 5.4, the
densities of the borehole fluids in the WIPP wells were not well known.
Therefore, the head changes rather than the absolute head values should
be used for comparing the observed and the calculated data. Although
the calculated responses at the WIPP wells are still smaller than those
observed, the model results support the hypothesis of the additional
leakage. The remaining discrepancies could probably be reduced by

increasing the transmissivities north of the shaft location.

It can be concluded that the implementation of an additional shaft
leakage can explain the observed drawdown at the WIPP wells north of the
shaft location during the H-3 multipad pumping test. Furthemore, the
assunption of such an additional leak presently seems to be the most
likely possibility to explain the observed transient freshwater heads.
From a modeling point of view, the occurrence of an additional and
poorly documented leak in the waste-handling shaft during the H-3
multipad pumping test is unfortunate because it complicates further the
already very camplicated hydraulic situation in the Culebra dolomite at
the WIPP site.
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5.6 Summary of the Transient Simulation

Between 1981 and 1986, the hydraulic conditions in the Culebra dolomite
have been influenced by drilling and testing activities at the shafts
and the well locations. The following activities and tests were incor-
porated into thé model: a simplified but complete shaft history since
1981, three punping tests and a series of slug tests at the H-2 hydropad
in 1983 and 1984, the H-3 convergent-flow tracer test in 1984, the H-3
step-drawdown test in 1985, the H-3 multipad pumping test in 1985, and
the H-U4 convergent-flow tracer test between 1982 and 1984. Using the
steady-state solutions for pressure and brine concentration of the
density-calibrated steady-state model as 1initial conditions, the
hydraulic situation in the Culebra dolomite was simulated for the time
period fram January 1, 1981 to December 31, 1986. Variable timesteps
between 1 and 32 days in length were used. '

In general, the model-calculated frestwater heads at the shaft and at
the well 1locations are in good agreement with the observed data,
especially at H-1, H-2, H-3, DOE-1, and H-11. This leads to the
conclusion that the model transmissivities used between H-3 and H-1,
H-2, DOE-1, and H-11 are reasonably representative of the real
transmissivity distribution. However, it was not possible to reproduce
the sudden pressure drop and the subsequent slos linear recovery that
was observed at the shaft location and at WIPP-19, WIPP-21, and WIPP-22
during and after the H-3 multipad pumping test. This leads to the
hypothesis that in early December 1985 an additional fissure in the
liner of the waste-handling shaft opened causing the sudden pressure
drop. This fissure remained open and was gradually plugged during th‘e
subsequent months by precipitating minerals (e.g., carbonate) which
restricted more and more of the flow of ground water into the shaft. As
a consequence, the hydraulic system in the Culebra dolamite at the shaft
location reacted with a slow and almost linear pressure recovery.
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In summary, the existence of additional leakage rather than a discrete
hi gh-permeability feature between H-3 and the shafts appears to be the
most plausible because the effect of the early-shaft history could be
simulated accurately at the H-3 hydropad, whereas the shaft response
could not be reproduced with pumping at the H-3 hydropad utilizing the

same transmissivity distribution.

In order to test this hypothesis, an additional leakage was implemented
at the shaft location and the simulation was carried out over the period
fran 1981 through 1986. The calculated fresiwater heads at the shaft
location followed closely the observed data in the waste-handling shaft.
The calculated freshwater heads of the WIPP wells to the north of the
shaft location show a response of about half the size of the observed
one. The agreement between the observed and calculated freshWwater heads
at H-1 and H-2 was also improved by the additional shaft leakage.
Although further calibration work will be necessary in order to
reproduce exactly the observed data at, for instance, WIPP-21, the model
results indicate that such additional shaft leakage can explain the
observed drawdown at the shaft location itself and the WIPP wells north
of it. Furthermore, the assumption of additional leakage with the
transient characteristics as described above seems to be the most likely
possibility of explaining the observed transient freshwater heads.
However, additional model calibration is required in order to improve
the agreement between the model-calculated and the observed data.
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6.0 SENSITIVITY OF THE MODEL CONCEPTUALIZATION TO VERTICAL FLUXES TO AND
FROM THE CULEBRA DOLOMITE

During the modeling study, it was generally assumed that the geologic units
above and below the Culebra dolomite are of very low pemeability and any
flux into or from the Culebra dolomite through these confining beds could
be neglected (Section 3.5.3.). During the calibration of the steady-state
model against the observed formation-water densities (Sections 4.5 and
4.6), it became obvious that it is very difficult, if not impossible, to
obtain the observed spatial density distribution (Figure 3.10) by employing
horizontal flux in the Culebra only. The assumption of absolutely
impermeable layers above and below the Culebra dolomite may be an over-
simplification of the real situation (Section 2.4). Consequently, a local
vertical flux (through the Tamarisk Member and the unnamed loWwer member)
into the Culebra dolomite was implemented in an attempt to improve the
agreenent between the calculated and the observed formation-water
densities. However, an improved agreement between the model and the real
hydrogeologic situation does not prove the existence of any assumed
vertical flux in reality, although it does represent a strong argument for
the existence of such a vertical flux. The main purpose of the model
calculations using vertical fluxes was to provide an approximate
quantification of the fluxes required to improve the model fit and to
indicate the areas where such fluxes might occur.

6.1 Estimation of Possible Vertical Fluxes

Prior to implementation of a vertical flux into the model, some scoping
calculations were conducted in order to determine the possible order of
magnitude of a wvertical flux in the different model areas. In the

following, samne of these calculations or estimations are briefly
discussed.
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6.1.1 Estimation of Vertical Flux through the Unnamed Lower Member
at P-17

As discussed in Sections 4.5 and 4.6, it was not possible to calibrate
the steady-state model such that there was an acceptable agreement
between the caiculated and the observed formation-water density data at
well P-17. Therefore, the location of P-17 was selected for the
estimation of a possible vertical flux. Because there were no
difficulties in calibrating the model at the surrounding borehole
locations (e.g., H-4, H-11, and H-12), it was assumed that the vertical

flux at P-17 is a local phenomenon.

The model-calculated formation-water densities were considerably lower
than the observed values (Section 4.5 and 4.6). Therefore, a vertical
flux of high-salinity ground water was assumed. At the P-17 location,
no occurrence of halite in the layers above the Culebra dolomite (i.e.,
the Tamarisk Member and the Forty-Niner Member) is reported in the
literature (Mercer, 1983). Halite is known to be present in the
unamed lower member. Furthermore, a formation-water density of 1.19
g/cm3 is reported for the Rustler-Salado contact residuum at P-17
(Mercer, 1983). Therefore, a vertical flux of high-salinity ground
water from below into the Culebra dolomite was assumed.

The following geological and hydrogeological data of the P-17 area are
available (Mercer, 1983):

e Thickness of the unnamed lower member: about 40 m;

°® Freshwater elevation in the Rustler-Salado contact residuum: about
920.5 m a.s.l.;

) Freshwater elevation in the Culebra dolomite: about 908 m a.s.l.
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Thus, an upward-directed hydraulic gradient of 0.3 m/m can be calcu-
lated for the unnamed lower member at P-17. This hydraulic gradient
does not reflect any variation of the ground-water densities in the
different geologic layers at P-17, because it was calculated using the
equivalent freshwater heads. Taking into account the density variation
at P-17 (1.06 g/am3 in the Culebra, 1.19 g/am3 in the Rustler-Salado
contact residuum), a "density-corrected hydraulic gradient" of 0.18 m/m
can be calculated.

No permeability data were available for the unnamed lower member which
consists of breccia, claystone, siltstone, silty sandstone, gypsum,
anhydrite, and halite. Therefore, a very low matrix permeability in
general and samewhat higher permeabilities along fractures and faults
can be assumed. The effective permeability for vertical flux is then
defined by the permeabilities along the fractures.

Experience gained in other studies has shown that on a regional scale
even confining beds usually have vertical hydraulic conductivities of
1x 100" m/s or more (e.g., Bredehoeft et al., 1982). Using a
hydraulic conductivity of 1 x 10" w/s and a hydraulic gradient of
0.18 m/m, a flux of 1.8 x 10712 m/s through the unnamed loWwer member
can be calculated. This is equivalent to a flux of 0.1 1/min through
an area of 1 km2. The effect of such a small flux on the model-
calculated fluid densities at P-17 is discussed in Section 6.2.

6.1.2 Estimation of Vertical Flux Through the Tamarisk Member
in the Western Model Area

As previously discussed (e.g., Section 4.6), it is difficult to obtain
the north-south gradient of the fomation-water density observed in the
Culebra dolomite in the western part of the model area (Figure 3.10)
with the current model conceptualization (e.g., modeling the Culebra
dolomite as a single, completely confined layer). During the
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calibration of the density-calibrated steady-state model, this problem
was not solved but circunvented by assigning heterogeneous density
boundary conditions along the northern model boundary (Section 4.5)
which resulted in a satisfactory agreement between the calculated and
observed formation-water densities at the borehole locations. However,
the heterogenéous boundary conditions used for the density-calibrated
steady-state model may not be representative for the real spatial
density distribution in the Culebra dolomite. Therefore, the possibil-
ity that the observed north-south density gradient is caused by a
vertical flux into the Culebra dolomite was investigated in more
detail.

The possibility that the observed formation-water density at H-6 is a
rather local phenamenon, caused by a high-salinity vertical filux fram
below, can be excluded because the hydraulic gradient in the unnamed
lower member is directed downward (Mercer, 1983). It is assumed that
the observed densities at H-6 are representative for the area along the
western part of the northern model boundary (Figure 3.10). Thus, boun-
dary conditions with prescribed densities between 1.03 and 1.04 g/c:m3
were assigned to the northern model boundary west of DOE-2. As demon-
strated by the pressure-calibrated steady-state model (Figures 4.7 and
4.8), the resulting calculated densities at the wells H-1, H-2, H-4,
H-7, P-14, and P-17 are higher than the observed values. Consequently,
a flux of low-salinity water into the Culebra dolomite has to be
assumed in order to improve the fit between calculated and observed
formation-water densities. Because the fluid densities at several
wells in the western part of the model area are concerned, the vertical

flux was assumed to be a regional rather than a local phenanenon.

The reported chemistry of ground water from the Rustler-Salado contact
residuum indicates a high mineralization in the western model area
(e.g., 1.225 g/cm3 at H-2, 1.126 g/cm3 at P-14, 1.16 g/c:m3 at P-15;
Mercer, 1983). Therefore, a vertical flux of fresh ground water from
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the Rustler-Salado contact residuum through the unnamed lower member is
not possible.

The observed formation-water densities in the Magenta dolamite in the
western part of the model area are known to be low (e.g., 1.012 g/cm3
at H-2, 1.007 g/am3 at H-6, 1.017 g/am3 at H-U; Mercer, 1983). In
addition, the hydraulic gradient between the Magenta and the Culebra
dolamite is directed dowrward in the western model area (Table 6.1).
The gradient is about 1.8 m/m in the central part of the model area
(H-3) and seems to decline gradually towards the western model
boundary, where only 0.034 m/m are observed (WIPP-25). These gradients
are not corrected for variable-density effects because the density
differences between the Culebra and the Magenta formation waters are
small.

A vertical flux of low-salinity water fram the Magenta dolomite through
the Tamarisk Member into the Culebra dolomite seems to be possible in
the western part of the model area. Because there is a near-neutral
hydraulic gradient reported at H-6 (Table 6.1), the area of the flux
into the Culebra dolanite has to be restricted to the western model
area south of H-6. To the east, the area of possible vertical flux is
limited by the occurrence of more highly mineralized formation water in
the Culebra dolomite at the WIPP wells north of the shaft location, at
H-3, and at P-17 (i.e., there is no evidence of such a low-salinity
vertical flux east of the connecting line between WIPP-13 and P-17).
Consequently, the area marked in Figure 6.5 (about 58.5 m?) was
selected for the further calculations as the area of possible downward
vertical flux of low-salinity ground water.

No hydraulic conductivity data for the Tamarisk Member in the western
model area are reported in the literature. Due to the lack of data, a
vertical hydraulic conductivity of 1 x 10""! m/s was assumed for the
Tamarisk Member (the same value was assuned for the unnamed lower
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member; Section 6.1.1). As mentioned above, vertical hydraulic
gradients between 0.034 m/m and 1.8 m/m can be calculated for the
Tamarisk in the western model area. An arbitrary value of 0.5 m/m,
constant over the area marked in Figure 6.5 was selected for the
further scoping calculations. Using a hydraulic conductivity of
1x 10"11 m/s and the selected vertical hydraulic gradient of 0.5 m/m,
a flux of 5 x 10712 m/s through the unnamed lower manber was

calculated. This is equivalent to a flux of 0.3 1/min through an area
2
of 1 km-.

Thus, the occurrence of low-salinity vertical fluxes through the
Tamarisk Member into the Culebra dolomite with the above-calculated
magnitude (about 5 x 10712 m/s) may be possible. The sensitivity of
the model to such a flux is further discussed in Section 6.3.

6.2 Implementation of a High-Salinity Vertical Flux at P-17 and
Simulation of the Undisturbed Hydraulic Conditions

Based on the scoping calculations discussed in Section 6.1.1, an area
of about 1 km® at P-17 was selected for the sensitivity analysis
(Figure 6.1). Using the density-calibrated steady-state model, various
fluxes between 1 x 10" m/s and 5% 10713 m/s of high-salinity water
(with a specific density of 1.19 g/cm3) were implemented and the steady-
state solutions for pressure and brine concentration were calculated.
Technically, this was achieved by implementing seven rate-controlled
injection wells in the P-17 area. For illustrative purposes, the results
of the model with an implemented flux of 1 x 10712 m/s are shown in
Figures 6.1 through 6.4. This very small flux is sufficient to cause an
increased calculated formation-water density of 1.060 g/an3 at P-17
(Figure 6.3), which is identical to the observed density (Figure 6.14).
The freshwater head at P-17 was raised by the vertical flux from 910.1 to
910.3 m a.s.l. (Figure 6.1). Consequently, the difference between the
calculated and the observed freshwater heads was reduced fram -1.1m
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(density-calibrated steady-state  model, Section 4.6) to -0.9m
(Figure 6.2).

The implemented vertical flux of 1 x 1072 m/s at the P-17 area corre-
sponds to a very low vertical hydraulic conductivity of 5.7 x 10712 m/s
(assuming 0.18 m/m as vertical hydraulic gradient, Section 6.1.1) in the
unnamed lower member of the Rustler Fommation. This hydraulic conductiv-
ity is even lower than the hydraulic conductivity assumed for the unnamed
lower member in the scoping calculations (Section 6.1.1). Therefore, the
possibility that the relatively high densities observed at P-17 are at
least partially caused by an upward flux of high-salinity water cannot be
excluded. Moreover, it seems to be difficult to exclude the possibility
of any influence on the fomation-water density in the Culebra dolomite
by vertical ground-water movement through the unnamed lower member of the
Rustler Formation wherever upward hydraulic gradients exist.

As far as the model oconceptualization is concerned, it can be concluded
that the calculated freshwater heads are moderately sensitive to a local
vertical flux at the P-17 area, i.e., a vertical flux of about
1 x 10'12 m/s causes an increase in the calculated freshwater heads of
0.2 m. Furthermore, it can be concluded that the calculated formation-
water densities are very sensitive to a local vertical flux (with a
specific density of 1.19 g/an3) at the P-17 area, i.e., a vertical flux
of 1 x 10"12m/s causes an increase of 0.04 g/c'm3 on the calculated
densities.

5.3 Implementation of a Low-Salinity Vertical Flux in the Western Model
Area and Simulation of the Undisturbed Hydraulic Conditions

Based on the scoping calculations in Section 6.1.2, the sensitivity of
the model to a low-salinity vertical flux into the Culebra dolomite (at
the area marked in Figure 6.5) was investigated. First, the density-
calibrated steady-state model with the initial boundary conditions re-
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implemented (Table 3.9) along the western part of the northern model
boundary was used to calculate the undisturbed frestwater heads and
formation-water densities. Figures 6.5 through 6.8 display the results
(freshwater heads, differences between calculated and observed frestwater
heads, formation-water densities, differences between calculated and
observed formation-water densities) for a zero flux into the Culebra
dolamite. A comparison with the results of the density-calibrated
steady-state model with the modified density boundary coonditions
(Figures 4.12 - H4.15) reveals that the results are very similar except
for the formation-water densities in the southwestern model area. 1In
this area, the calculated densities (Figures 6.7 and 6.8) are about
0.02 g/cm3 higher due to the higher formation-water densities assigned to
the northern model boundary west of DOE-2 (see above).

Subsequently, various flux rates into the Culebra, spatially constant
over the area marked in Figure 6.5, were implemented and the steady-state
solutions for freshwater head and formation-water density were
calculated. Technically, this was achieved by assigning a recharge to
the specified area (Figure 6.5). The specific density of the recharge
was assuned to be 1.00 g/cm3 (i.e., the fractional brine concentration
was assigned 0.0) because the available data base on the formation-water
densities in the Magenta dolonite was not considered to be detailed
enough to justify any other specific value or even a spatial variation of

-the recharge-fluid density.

For illustration purposes, the results of the model with an implemented
flux of about 5 x 10712 s (equivalent to a recharge rate of 18 1/min
over an area of 58.5 km2) are shown in Figures 6.9 through 6.12.
A camparison with the results of the zero-flux model (Figures 6.5 through
6.8) shows that both the calculated freshwater heads and the formation-
water densities are influenced by the additional flux into the model.
For example, the heads at P-15 have been increased by 7.2 m while the
densities have been lowered by 0.01 g/cm3. Thus at P-15, the rather

6-8
HO9700R128



small vertical flux has a significant effect on the model results, while
at other locations, the effect is much smaller. For example, at P-14,
the freshwater head and the density have been increased only by 0.7 m and
decreased by 0.006 g/an3, respectively.

In order to dembnstrate the spatial distribution of the effect of the
implemented recharge or flux, the differences between the model results
with flux (5 x 107'2 m/s) and without flux have been contoured and
plotted (Figures 6.13 and 6.14). Figures 6.13 and 6.14 also can be
interpreted as the average model sensitivity to a vertical flux of
5 x 10712 m/s over the specified area with vertical flux.

Analogous computer runs have been performed with different flux rates
(e.g., 1 X 10712 m/s and 1 x 10711 m/s), but, because they show similar
results, the corresponding plots have not been included in this report.

The following conclusions can be drawn from the sensitivity analysis
employing a spatially constant vertical flux of low-salinity water into

the Culebra dolomite at the western model area (Figures 6.5 through
6.14):

1) The sensitivity of the model to vertical flux differs fram location
to location. The spatial sensitivity distributions with respect to

the heads and to the densities are not identical (Figures 6.13 and
6.14).

2) The model shows an area of high sensitivity with respect to both the
frestwater heads and the densities around P-15 and H-U4. This
sensitivity is directly correlated to the 1low transmissivity in that
area (Figure 4.10). The horizontal flux in the Culebra is small in
that area because of the low transmissivity. Even a very small
additional flux into the Culebra can cause major changes in the
calculated heads and the densities. As Figures 6.10 and 6.12 show,
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the effect of the implemented flux is much greater than acceptable
with respect to the observed data. Consequently, in reality any
vertical flux in the area of P-15 and H-U4 is probably very small
(e.g., 1 x 10712 /s or less).

3) Medium sens'itivity to vertical flux exists in areas with intermedi-
ate transmissivities (e.g., in the area of H-1, H-2, H-3, and P-17).
There, the vertical flux (5 x 10712 m/s) has caused increased heads
by about 1.5 m and decreased densities between 0.015 g/am3 and
0.035 g/cm3. The increased heads are fully compatible with the
observed data because the differences (Figure 6.10) could easily be
eliminated by slightly recalibrating the transmissivities. As far
as the decreased densities at H-1 and H-2 are concerned, the
vertical flux has changed them in the right direction (Figures 6.8
and 6.12). The remaining differences to the observed values can be
eliminated by increasing the vertical flux in that area to about
1 x 107" m/s. A vertical flux at H-1 and H-2 of 1 x 10711 m/s is
consistent with the existing density data base.

At H-3, the calculated densities were lowered too much (Figures 6.8
and 6.12). However, as discussed in Section 4.5, the 1local
transmissivity field at H-3 is not considered to be fully
calibrated. Therefore, it is not yet possible to conclude that in
reality there must be a very small vertical flux through the
Tamarisk Member at H-3.

At P-17, the calculated formation-water densities are too lo4 with
or without the vertical flux. However, as demonstrated in the
previous section, at P-17 the formation-water density may be
governed by a high-salinity vertical flux from below (Section 6.2).

) Low sensitivity was found in areas with high transmissivities (e.g.,
at P-14). There, the vertical flux changed the heads and the
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densities only slightly (Figures 6.13 and 6.14). Thus, in order to
reduce the difference between the calculated and the observed
densities at P-14, considerably higher flux vrates (about
2x 10" w/s) are required.

5) Based on the previous statements, it can be concluded that the
employment of a spatially constant vertical flux can reveal the
sensitivity of the model to vertical flux but that such a constant
flux is not representative for the real situation. For the real
situation, a spatial flux distribution has to be assumed which is
correlated samewhat to the hydraulic conductivities of the Culebra
dolanite. Fram the hydrogeologic point of view, this can be assumed
because the same processes which have caused the variation of the
hydraulic conductivity in the Culebra dolamite may also have caused
a similar variation in the layers above the Culebra dolomite.

6) Although employing a spatially constant vertical flux over a large
area may not be adequate (see above), it was nevertheless possible
to create a calculated density distribution by implementing a
constant flux of 5 x 10“12 m/s which, as a pattern, is similar to
the observed density distribution (Figures 6.11 and 3.10).
Therefore, by incorporating a spatially variable vertical flux in
the western model area, it should be possible to obtain a calculated
density distribution which is consistent with the observed data.

Further data assimilation and data evaluation are required in order to
provide the data base necessary for more detailed simulations. For
example, a coonsistent data base with regard to the transmissivities,
observed freshwater heads, and formation-water densities in the Magenta
dolamite has to be prepared. Based on that, a spatially variable flux
can be derived and incorporated into the model. Further steps may
include the use of a multi-layered model which allows simultaneous
simulation of ground-water flow in all members of the Rustler Formation.
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6.4 Summary of the Sensitivity Analysis Using Vertical Fluxes

Because of the difficulties in simulating the observed spatial formation-
water density distribution by modeling the Culebra dolomite as a
completely confined layer with ground-water flow only in the horizontal
direction, the possibility of the occurrence of ground-water flow from
and to the Culebra through the confining beds was investigated.

First, preliminary scoping calculations were oonducted for two areas:
1) the location of P-17, and 2) the western model area (south of H-6 and
west of H-1). Based on these calculations, a high-salinity flux from the
Rustler-Salado ocontact residuum through the unnamed lower member of the
Rustler Formation into the Culebra dolomite near P-17 is considered to be
likely. The order of magnitude of this flux was estimated to be about
1.8 x 10712 m/s. In addition, a low-salinity vertical flux through the
Tamarisk Meamber into the Culebra dolanite seems to be possible. The
magnitude of the low-salinity flux was estimated to be 5 x 10712 m/s.

Simulations using a high-salinity vertical flux in the P-17 area indicate
that even smaller fluxes than estimated can significantly influence the
calculated density distribution. Furthermore, it is difficult to exclude
the possibility of a vertical flux at that 1location. Similarly,
simulations using a low-salinity vertical flux in the western model area
indicate that the observed density distribution can be influenced by

vertical ground-water movement dowrward through the Tamarisk Member.

The sensitivity analysis using vertical flux should be considered to be
the starting point of additional investigations which include data
collection and evaluation as well as model calculations. The use of a
multi-layered model considering the ocomplete Rustler Formation is
oonsidered appropriate based on the scoping calculations and model
simul ations conducted in this chapter.
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7.0  APPLICATION OF A DOUBLE-POROSITY FLOW CONCEPTUALIZATION

7.1 Introduction

The simulations presented in Sections 4, 5, and 6 assume that the
Culebra is an eq'uivalent porous media. Several investigators (Rehfeldt,
1984; Chaturvedi and Rehfeldt, 1984; Kelley and Pickens, 1986; and
Beauheim, 1986, and in preparation) have discussed the possibility that
the Culebra is a fractured rock possessing both primary and secondary
porosity. In order to investigate the effects of double porosity on the
regional-flow modeling, we have performed additional calculations which
are presented in this section. The hydraulic testing methods and inter-
pretation approaches for hydraulic and tracer tests utilized by Sandia
National Laboratories and their contractors during 1985 and 1986 have
provided quantification of fracture-flow and transport properties where
appropriate. To date, both tracer tests (Kelley and Pickens, 1986) and
hydraulic tests (Beauheim, 1986, and in preparation) have been analyzed
using double-porosity models at the WIPP site. A double-porosity
solute-transport analysis of tracer tests was performed on tracer tests
performed at the H-3 hydropad, and double-porosity hydraulic test
analyses have been performed at the H-3 hydropad and well DOE-2.

The concept of a double-porosity medium was first proposed by Barenblatt
et al. (1960) in order to model flow in fractured rock. Streltsova-
Adams (1978) presents a four-fold classification of dual-porosity
reservoirs. The Culebra is modeled as a class-one dual-porosity
reservoir, which is termed a fractured medium whose primary porosity
contains the majority of the fluid storage volume while the transmissiv-
ity of the cambined system is due to the secondary medium. Inherent to
our model conceptualization of a double-porosity medium is the concept
that the medium consists of two separate, interacting and overlapping
continua. It is also assumed that a representative elementary volume of

the aquifer exists containing portions of both the primary and secondary
media.
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There are two basic types of double-porosity hydraulic models in use:
(1) the restricted interporosity-flow model, also known as a pseudo-
steady-state model (Warren and Root, 1963); and (2) an unrestricted
model, also referred to as the transient model (Kazemi et al., 1969).
In the restricted interporosity-fiow model, the spatial variation of
hydraulic-head gradients in the matrix block is ignored and fluid flux
fran the matrix to the fractures is in response to the difference in the
average hydraulic heads in the fractures and matrix. In the second
unrestricted interporosity-flow model, the spatial variation of
hydraulic-head gradients within the matrix is considered and flow from

the matrix to the fractures is governed by a linear-diffusion process.

Ideally, when pressure versus log time is plotted for a double-porosity
reservoir, one observes two semi-log straight-line regions connected by
a signoid curve as shown in Figure 7.1 (Warren and Root, 1963;
Streltsova-Adams, 1978). The first semi-log straight line is indicative
of the hamogeneous pressure response of the secondary medium alone and
the second semi-log straight line is indicative of the homogeneous
pressure response of the total system (i.e., both primary and secondary
media). The curve separating these two straight lines represents the
transient pressure response within the primary medium in a local region
around the wellbore.

It should be noted that if an unrestricted interporosity-flow model is
used, the transition pressure response between the two semi-log straight
lines is linear and does not exhibit the inflection point predicted by
restricted interporosity-flow models (Kazemi et al., 1969; and
Streltsova, 1983).

The point where the transition curve, or straight line, departs fram the
first semi-log straight line (t; of Figure 7.1) represents the beginning
of primary-medium pressure response. When the transition curve meets

the second semi-log straight line (tp), the primary and secondary media
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are fully coupled. Both t, and the shape of the transition region will
vary, based upon which type of interporosity-flow model one chooses, but
in theory t2 will be predicted to be the same by either model.

The ideal double-porosity pressure response described above and shown in
Figure 7.1 is essenti ally a local phenomenon which will only be observed
in the near field (Deruyck et al., 1982). Data from observation wells
that are not in the near field can be fit adequately with models that
neglect double-porosity transient effects. Through hydraulic interpre-
tation of the H-3 multipad test, Beauheim (in preparation) found that
only the wells on the H-3 hydropad could be fit by double-porosity type
curves., The remaining observation wells could be fit by conventional
single-porosity type curves.

To characterize single-porosity flow to a well requires the hydraulic
diffusivity, the wellbore storage coefficient, and the skin properties
of the region immediately surrounding the wellbore. The parameters
necessary to characterize double-porosity flow to a well are the same as
those needed for characterizing homogeneous single-porosity flow with
the addition of two more parameters: the dimensionless secondary-system
storativity (w); and the interporosity-flow coefficient ()) (Warren and
Root, 1963). The dimensionless secondary-system storativity is the

ratio of the secondary storativity to the total system storativity and
in equation form is defined as:

$.C
f'r
w = (7-1)
¢fcr * ¢mc'r'
where ¢, = secondary-medium porosity (fractures)
Cp = Ssecondary-mediun compressibility
& = primary-medium porosity (matrix)
C'p = primary-medium compressibility
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The interporosity-flow ooefficient can be considered a dimensionless

primary to secondary permeability ratio and in equation form is defined
as:

A=a 1 rw2 (7-2)
°f
where: a = geometrical shape factor
Kn = permeability of the matrix
ke = pemmeability of the fracture
Cy = radius of the wellbore

In equation form, the geametrical shape factor is equal to:

o = 5—”@—;.2—)— (7-3)
m
where n = number of normal sets of fractures

Ly = characteristic dimension of the matrix block

When cubes are modeled conceptually as spheres, the shape factor is
equal to:

2
Pm

where  rp, = radius of the spherical matrix element or one-half the

fracture spacing

7.2 Estimation of Double-Porosity Parameters

In order to model a rock as a double-porosity medium, one must establish
media properties for both the primary (matrix) and secondary (fracture)
systems. The parameters characterizing the Culebra which must be known
in order to model flow with a double-porosity model include:
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hydraulic conductivity of the primary mediun;
hydraulic conductivity of the secondary medium;
porosity of the primary medium;

porosity of the secondary medium;
compressibility of the primary medium;

canpressi biiity of the secondary medi um;

representati ve mat rix-block length.

Other parameters which do not represent direct input into the SWIFT II
model, yet are input indirectly, are the dimensionless secondary system
storativity (w) and the dimensionless interporosity-flow coefficient
(7). These parameters are estimated using equations 7-1 and 7-2.

Hydraulic Conductivity of the Primary Medium

Core Laboratories, Inc. (1986) performed permeability and porosity
measurements on selected core samples from wells H-2b, H-3b2, H-3b3,
H-4b, and H-6b. Table 7.1 sumarizes the results fram these measure-
ments. These values of intrinsic permeability were converted to
hydr'ao.lic oonductivities assuming a fluid viscosity equal to
1x 103 Pas and a mean fluid density equal to 1.05 g/cm3 (see
Section 3.3.1). The mean vertical hydraulic conductivity based upon
14 measurements is 5.1 x 1078 m/s, whereas the mean horizontal
hydrawlic oonductivity based upon 9 measurements 1is equal ¢to
1.4 x 10"8 m/s. The primary medium is assuned to be isotropic and
homogeneous in this model. Considering the small number of core
measurements taken, all values of pemeability (n=23) were averaged to
yield a primary-mediun hydraulic conductivity equal to 3.7 x 10"8 m/s.

There are regions within the model area, such as the area surrounding
P-18, which have been tested to yield hydraulic conductivities lower
in magnitude than 3.7 x 10"8 m/s. To prevent inconsistencies within

the model (i.e., primary hydraulic conductivities greater than
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secondary hydraulic oonductivities), the primary hydraulic conduc-
tivity for the entire model region was assigned the lowest field-
measured hydraulic conductivity, 2.63 x 10710 a/s. This hydraulic

conductivity is considered to be representative of a lower limit for
the primary medium.

Hydraulic Conductivity of the Secondary Medium

The hydraulic conductivity distribution of the secondary medium is
considered to be 1isotropic and heterogeneous. The hydraulic
conductivity values are derived fram the single-porosity steady-state
model calibration (see Section 3.4).

Porosity of the Primary Medium

As is shown in Table 7.1, porosities derived fram core samples range
fran 0.07 to 0.3. As in the single-porosity conceptualization (see
Section 3.3. 2),' a matrix porosity of 0.2 was chosen as a represen-
tative value.

Porosity of the Secondary Medium

Porosity values for the secondary medium should be derived fram
solute-transport calculations performed for the Culebra at the WIPP
site. Tracer tests have been performed at hydropads H-2, H-3, H-U4,
and H-6. Because of the differences between test types, testing
procedurés, and analysis techniques, transport-parameter comparison
between these tests is difficult. In addition, the tracer tests
performed at the H-3 hydropad are the only tests which to date have
been analyzed with a double-porosity transport model. Results fram
the H-3 tracer-test analysis appear in Table T7.2. For modeling
purposes, the secondary porosity is assumed equal to 2 x 1073, It is
understood that this number is uncertain with respect to being
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representative over the model area, since it was determined at a
single hydropad location.

Compressibility of the Primary Medium

The oompr‘essibility of the primary medium is taken to be equal to the
single-porosity rock compressibility as calculated in Section 3.3.2.
The primary-system compressibility is equal to 7.57 x 10710 m2/y
assuming a primary porosity of 0.2, an average fluid density of
1.05 gm/cm3, and an aquifer thickness equal to 8 m.

In order to preserve the single-porosity storativity in the double-
porosity model, the primary-medium compressibility was lowered to

6.81 x 10710 m2/y.

Compressibility of the Secondary Medium

The compressibility of the secondary system was taken to be equal to
7.57 x 1079 m2/N, i.e., approximately one order of magnitude greater
than the primary compressibility. This decision is based upon two
lines of reasoning. Both Damenico (1972) and Freeze and Cherry (1979)
suggest that the compressibility of a jointed rock is approximately
one order of magnitude greater than the compressibility of a sound
rock. Also, with the availability of double-porosity hydraulic
parameters for the Culebra (Table 7.3), one can approximate the ratio
between the primary and secondary compressibilities. From Equation
7-1, one can see that the dimensionless secondary-system storativity
(w) is ocomposed of both the primary and secondary porosities and
compressibilities. By assuming that the primary and secondary
porosities are equal to 0.2 and 2 x 10"3, respectively, and that
Cr/c'r is equal to 10, Equation 7-1 yields a dimensionless secondary-
system storativity equal to 0.09. The average observed w reported in
Table 7.1 1is 0.13, which compares relatively well with the
calculated w of 0.09,.
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Matri x-Block Length

As introduced in Section 3.1.4, the matrix may be conceptualized as
being intersected by parallel non-intersecting fractures or intersect-
ing sets of fractures (Figure 3.1). Fram revied of both literature
and Culebra cbr‘e fron several boreholes at the WIPP site, it was
ooncluded that both horizontal and high-angle fractures are present in
the Culebra within the WIPP area (Kelley and Pickens, 1986). There-
fore, for this modeling exercise the Culebra matrix is assumed to be
bounded by three orthogonal sets of fractures and, numerically, the
matrix is approximated by spheres whose diameters are equivalent to
the fracture spacing.

Because of the large degree of heterogeneity within the Culebra at the
WIPP site, it is probably inaccurate to model the entire model region
Wwith one matrix-block size. Since the matrix-block length data base
is extremely limited, knowledge of its variability across the WIPP
site cannot be estimated. Therefore, as a first approximation the
matrix-block size is considered to be a hamogenebus property within
the modeled region. Based upon double-porosity tracer-test analyses,
Kelley and Pickens (1986) report matrix-block sizes ranging fram 0.25
to 2.1 m at the H-3 hydropad (Table 7.2). Fram hydraulic double-
porosity test results (Table 7.3), matrix-block lengths can be calcu-
lated, but they are not in agreement with double-porosity tracer-test
results and are more than an order of magnitude greater than the
observed thickness of the Culebra. Due to obvious problems in
oconceptualizing block sizes larger than the aquifer thickness, the
block size is based upon tracer-test analyses and core descriptions.
Matrix-block length in the present simulations will vary fram 1 to 4 m
with 2 m being chosen as the initial input value. Table 7.4 lists the
initial input parameters for the SWIFT II double-porosity simulations.
All fluid properties and other physical constants not discussed in
this section are equal to the values appearing in Table 3.4,
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7.3 Preliminary Scoping Calculations

As a precursor to the numerical simulations utilizing SWIFT II, simple
analytical relationships were used to provide an estimate of the double-
porosity flow effects to be expected. 1In this portion of the report,
both theor‘etical. and conceptual models will be introduced to predict
both the behavior and necessity of a double-porosity flow model for
simulation of transient flow in the Culebra at the scale chosen for this
study.

Streltsova (1983) notes that the time required for equilibration between
fracture and matrix (up to 99%) is:

2 |
To = 2.5 L /D, (7-5)
where L, = matrix-block half length;
Dr; = matrix hydraulic diffusivity.

This relationship is derived fram a solution to the diffusion equation
for a fixed, but time-dependent, pressure at the fracture/matrix
interface and a no-flod boundary condition at the symmetry boundary in
the matrix. The significance of this relationship is that all matrix
blocks, regardless of their distance from the hydraulic disturbance,
will reach equilibrium with the fracture fluid at the same time,
assuming homogeneous matrix properties. For any time greater than the
matrix time constant (Te) , the reservoir hydraulic response is typical
of a single-porosity reservoir with composite properties of both media.
The pressure behavior after t > Te corresponds to the second semi-log
straight line for the total system (t > t, of Figure 7.1).

Equation 7-5 can be used to predict if transient double-porosity

pressure responses wWill be an important factor in the time frame of a
modeling effort. For time greater than To the systemn behaves as a

7-9
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single-porosity system and it becomes more efficient and as accurate to
model the system as such. For times less than To one must model the
system as a double-porosity system to simulate the correct pressure
response. Double-porosity transient pressure responses can be modeled
by a code such as SWIFT II if one uses time steps much smaller than the
matrix time constant (Te)

In Equation 7-5, the matrix hydraulic diffusivity (D;) can be expanded
to:

. K

Dm = 'p—g-cb—m—r(nargy (7-6)
where K, = hydraulic conductivity of the matrix;

p = density of the reservoir fluid;

¢m = porosity of the matrix;

a = compressibility of the matrix;

B = compressibility of water.

g = gravitational acceleration

By substituting Equation 7-6 into 7-5, one can see that the parameters
which introduce the greatest degree of uncertainty in calculating the
time constant (Te) are matrix-block half length, nydraulic conductivity,
porosity, and the compressibility of the matrix. To address the uncer-
tainty, each of these parameters were given ranges and an associated
time constant was calculated. The matrix time constant is inversely
proportional to hydraulic conductivity of the matrix and proportional to
the matrix-block half length squared.

For the first set of time-constant calculations, both matrix porosity
and matrix-block half length were allowed to vary (Table 7.5). Porosity
was varied from 0.1 to 0.3, which is representative of the observed core
analysis range of 0.07 to 0.29 (Table 7.1). Matrix-block half length
was varied from 0.5 to 4 m, which corresponds to a fracture-spacing
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range of 1 to 8 m. The calculations utilized a primary-medium hydraulic
conductivity equal to 2.63 x 10"10 m/s. The minimum time constant
calculated is 8.3 x 102 s, and the maximum is 5.3 x 10° s or

approximately 6 days.

For the second set of time-constant calculations, both hydraulic
conductivity of the matrix and matrix-block half length were varied
(Table 7.6). Hydraulic conductivity was varied from 2.6 x 10710 to
2.6 x 1077 m/s, which is comparable to the observed core hydraulic
conductivities which were calculated to range from 8.3 x 10—11 to
5.4 x 10"7 m/s. The minimum time constant is 5 s, and the highest is

3.6 x 10° s or approximately U4 days.

For the third set of time-constant calculations, both matrix compres-
sibility and matrix-block half length were varied (Table 7.7). As
described in Section 7.2, the primary-medium compressibility is equal to
6.81 x 10710 m2/N.  Freeze and Cherry (1979) show that the compres-
sibility of a sound rock may vary up to three orders of magnitude.
Therefore, for sensitivity purposes, primary-medium compressibility was
varied from 6.81 x 107! to 6.81 x 1079 me/M. This range is not meant
to represent an observed range of valves for the Culebra but is chosen
to show the time-constant sensitivity to primary-medium compressibility.
The minimun time constant calculated is 2550 s and the largest is
2.2 X 10—6 S or approximately 25 days.

For those matrix parameters thought to be most representative of the
Culebra (Table 7.4), the time constant (Te) is equal to 2.2 x 10” s or
approximately six hours. These calculations show that even in the most
conservative case the time to reach coupled-pressure response between
the primary and secondary media is approximately 25 days. For the
time-constant calculations thought to be most representative of the
Culebra, coupling of the two media takes place within 6 hours. In areas

where the primary mediun hydraulic conductivity 1is greater than
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2.63 x 10”10 m/s, for example at the H-3 hydropad, the time constant is
substantially less. This conclusion is strengthened by the findings of
Beauheim (in preparation) which show that the transient double-porosity
pressure response at H-3 is complete within one hour.

Based upon thesé time-constant calculations, the Culebra dolamite is
expected to behave hydraulically as a single-porosity reservoir for all
times greater than a day. If one desired to model the local transient
double-porosity hydraulic response on a hydropad scale during the H-3
multipad test, one would need to decrease time steps to increments much
less than the calculated time constant for the matrix. For purposes of
modeling regional flow at the WIPP site, this would be inappropriate for
investigating the long-term transient effects of the shaft activities
and local pumping during pumping tests.

As previously stated, the assumption that both the single- and double-
porosity solutions will be identical after a time equal to the time
constant assumes a constant fluid density within the reservoir. Brine
transport should remain transient for much larger time periods than the
pressure field. This should affect global fractional brine concentra-
tions and ultimately the calculated freshwater elevations. It is not
felt that these effects will be significant and the single- and double-
porosity simulations should remain very close. Due to the very small
time constants in relation to the duration of the hydraulic disturbances
being modeled, the reservoir will behave as a single-porosity medium
with a composite hydraulic diffusivity representative of both the
primary and secondary media combined. This implies that for regional-
scale flow studies at the WIPP site, single-porosity models are adequate
if the transmissivity is representative of the secondary medium and the
storage coefficient is representative of the primary medium. However,
due to the much smaller molecular diffusivity of the primary medium, it
is felt that a double-porosity model is necessary to model solute
transport (i.e., for a breach scenario) in the more permeable regions of
the Culebra at the WIPP site.
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To verify these conceptual inferences and scoping calculations, a series
of double-porosity simulations were conducted using SWIFT II.

7.4 Discussion of the Double-Porosity Simulation Results

A double—por'osity simulation was performed with the transient density-
calibrated model discussed in Section 5.5. The input parameters, which
are different than those used in the single-porosity run, appear in
Table T.4. The matrix is modeled as spheres which conceptually
represent vertical and horizontal fractures within the Cul ebra.

The differences between the single-porosity and double-porosity simula-
tions are minimal. Figure 7.2 shows equivalent frestwater head at the
H-1 and H-3 hydropads for both single- and double-porosity simulations.
The greatest observed difference between the two simulations is 0.2 m
and occurs due to the operations at the construction and salt-handling
shaft and waste-handling shaft fram October 24, 1981 to February 21,
1982. Within the remainder of the simulation time period, both models
predict freshwater elevations identical to within a few centimeters.

Figure 7.2 also shows equivalent freshwater heads versus time at the H-3
hydropad. At H-3, the greatest observed difference is approximately
0.02 m and again occurs during shaft operations from August 7, 1981 to
February 21, 1982. During this period the Culebra was drilled in the -
construction and salt-handling shaft and brine was added to the shaft.
After the Culebra was cemented in the construction and salt-handling
shaft, the Culebra was drilled in the waste-handling shaft (see
Section 5.1).

In Section 7.3 it was predicted that, 24 hours after a given hydraulic
disturbance, one could expect the single- and double-porosity
simulations to match. This conclusion was based upon the assumption
that brine concentration does not vary in space or time. 1In fact, brine
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concentration is variable. Therefore, the single- and double-porosity
solutions should not agree until the fracture and matrix equilibrate
with respect to brine oconcentration. By using Equation 7-5 and
replacing hydraulic diffusivity with molecular diffusivity, one can
calculate the time it would take for this equilibration to take place
within 99%. Aésuming a tortuosity of 0.5, a free-water diffusion
coefficient of 2 x 10"9 m2/s, and a porosity of 0.2, the molecular time
constant equals approximately U400 years. As is reflected in Figure 7.2,
the transient brine effect upon the double-porosity solution becomes
insignificant at much earlier times.

The reason that the transient brine effect becomes insignificant to the
global-pressure solution at such early times is that the gradient
between the fracture and the matrix is largest at early times and
quickly decreases. Although the fracture and the matrix exchange
solutes to some degree throughout the simulation, the late time changes
in brine concentration within the global blocks caused by diffusion into
the matrix are minimal. Therefore, at late times the brine
concentration in the global block (the pressure fram which the water
level is calculated) essentially remains constant.

7.5 Conclusions from Double-Porosity Simulations

This double-porosity simulation yields two significant findings for
future modeling efforts within the Culebra at the WIPP site.

(1) Double-porosity pressure effects are insignificant in regional-
scale hydrologic modeling.

(2) A transient variable-density single-porosity model appears to be
adequate for modeling multipad-scale tests within the Culebra.

14
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8.0 CONCLUSIONS

Based on the evaluation of the existing data base (Chapter 3), on the
result of the steady-state and transient simulations (Chapter 4 and 5),
and on the sensitivity analyses (Chapter 6 and 7), the following main
conclusions were déveloped.

1. The existing field transmissivity data on the Culebra dolomite were
analyzed by means of kriging techniques and used to estimate the
initial transmissivity distribution of the modeled region under
Steady-state flow conditions. The 1initial transmissivity
distribution 1is characterized by intermediate transmissivities
(T = 1070 - 1075 m?/s) which prevail in large parts of the model
area. Higher transmissivities (T = 1075 - 1074 m/s) occur in the
western part of the model area while lower transmissivities
(T = 1077 - 1072 m2/s) were found at H-4 and P-17 as well as in the
eastern part of the model area.

2. In order to calibrate the steady-state model, it was necessary to
incorporate a high-transmissivity zone (T = 10"” me/s or more) into
the model between H-11 and the southern model boundary (with or
without a low transmissivity zone (T=1O~7 m2/s and less) between
WIPP-12 and H-5). The presence of this high-transmissivity zone is
evidenced by the lower hydraulic gradients observed in the southern
part of the model. 1In addition, it is necessary to drain enough
water froam the area of H-11 and DOE-1 so that the calculated
steady-state freshwater heads are consistent with the observed
values. The exact location of the high-transmissivity zone is
unknown, but best model results were obtained by placing it about
1 km east of P-17. Currently, it is not possible to calibrate the
model with the high-transmissivity zone implemented west of P-17.
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3. Simulating the Culebra dolomite as a single, completely confined
layer is probably an oversimplification of the real situation. It
is possible to calibrate the steady-state model against the best
estimate of the undisturbed freshwater neads. It is not possible
to calibrate the steady-state model such that the observed
formation—fl'uid density distribution is canpletely reproduced by
the model. One of the possible reasons for the remaining
discrepancies between the calculated and the observed density
distributions is that the hydrogeology of the Culebra dolamite is
influenced by vertical fluxes through the confining layers above
and below the Culebra dolamite,

y, A sensitivity analysis with respect to the possibility of vertical
fluxes into the Culebra dolomite was oconducted. The results
indicate that the steady-state model is moderately sensitive to
vertical flux as far as the pressures are concerned. The model is
very sensitive to vertical flux with respect to the formation-water
densities. In addition, it is possible to remove same of the
remaining inconsistencies between the calculated and the observed
density distributions by using vertical flux. Furthermore, it is
considered to be difficult to exclude the possibility of any
vertical flux into or out of the Culebra dolomite. Theref ore,
future modeling studies should not attempt to simulate the Culebra
dolomite as a campletely confined hydraulic system but rather as a
leaky-confined aquifer. Collection of fluid data on heads and
permeabilities of the other Rustler members would aide this
modeling considerably.

5. It is not possible to simulate realistically the H-3 multipad pump-
ing test without consideration of pretest transient events because
the hydraulic situation in the Culebra dolomite has been influenced
since 1981 by various drilling and testing activities at the shafts
and the borehole locations. An evaluation of the water-level
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measurements led to the conclusion that the activities in the three
shafts were the dominant hydraulic disturbances during these years.
Therefore, a simplified but complete shaft pressure history was
implemented into the transient model.

The tr‘ansiént modeling, which included the simulation of the shaft
history as well as of several well tests, resulted generally in
good agreement between the calculated and the observed pressures at
the well locations. The agreement is good enough to allow the
conclusion that the model transmissivities used between H-3 and
H-1, H-2, DOE-1, H-11, and the shafts are reasonably representative
of the real transmissivity distribution.

It was not possible to simulate the observed transient pressures at
the shaft location and at the WIPP wells north of it (WIPP-22,
WIPP-21, WIPP-19) during the H-3 multipad pumping test by imple-
menting only the recorded shaft history and well tests. It was
hypothesized that an additional leakage in the waste-handling shaft
had caused the additional pressure drawdown in the above-mentioned
wells. The implementation of such additional leakage during the
latter part of the H-3 multipad pumping test and the subsequent
recovery period resulted in a much better agreement between the
calculated pressures (at WIPP-22, WIPP-21 and WIPP-19) and the
observed data. Thus, it seems likely that the observed frestwater
heads in the fall of 1985 and the first half of 1986 were
influenced by two partially concurrent events: the H-3 multipad
pumping test and an additional leakage in the waste-handling shaft.

A sensitivity analysis using the double-porosity flow conceptual-
ization of SWIFT II was conducted in order to assess the impact on
the model results caused by simplifying the model conceptualization
to a single-porosity approach. For the purpose of regional flow-
field determination, the double-porosity flow conceptualization
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does not provide significantly different results from those
obtained using the single-porosity conceptualization. Therefore,
the use of a single-porosity, or porous-medium-based, modeling
approach is considered valid for the spatial and temporal model

scales presented in this report.
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INTERN Technologies

Figure 7.1
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Drawn by Date
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Revisions Date Simulation Results at Selected Hydropads

INTERN Technologies Figure 7.2
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UTM Coordinates Derived from Closest

Sat. Sandia Sat.
Survey Baslic Data Surveyed

Well m North m East 1984 Report Well

H-1 35 81 672 6 13 427 X

H-2b 35 81 642 6 12 653 X H-1

H-2¢ 35 81 660 6 12 663 X H-1

H-3bl 35 80 892 6 13 723 X H-1

H-3b2 35 80 894 6 13 693 % H-1

H-3b3 35 80 866 6 13 705 x% H-1

H-4b 35 78 480 6 12 377 X

H-4c 35 78 496 6 12 403 X H-4b

H-5b 35 84 809 6 16 867 X H-5a

H-6b 35 84 989 6 10 600 X H-6¢

H-7bl 35 T4 648 6 08 126 X H-Ta

H-Tc 35 74 639 6 08 097 X H-Ta

H-7b2

H-8b 35 63 557 6 08 666 X

¥* based on fleld measurements relative to H-3bl (INTERA)

Drawn by Date

Checked by Date

Revisions Date Borehole Coordinates

INTERN Technologies Table 3.la
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UMM Coordinates Derived from Closest
Well Sat. Sandia Sat.
Survey Baslc Data Surveyed

m North m East 1984 Report Well
H-%a
H-9b 35 68 265 6 13 990 X
H-9¢
H-10b 35 72 476 6 22 979 X
H~-11b3 35 79 134 6 15 360 X
H-12 35 75 442 6 17 018 X
DOE~1 35 80 298 6 15 196 X
DOE-2 35 85 119 6 13 720 X
P-14 35 81 972 6 09 084 X
P-15 35 78 739 6 10 625 X
P-17 35 77 453 6 13 927 X H-4b
P-18 35 80 349 6 18 376 X
WIPP-12 35 83 520 6 13 711 X H-1
WIPP-13 35 84 2u5 6 12 844 X H-1
WIPP-18 35 83 191 6 13 736 X H-1
WIPP-19 35 82 776 6 13 740 X H-1
WIPP-21 35 82 339 6 13 746 X B-1
WIPP-22 35 82 641 6 13 742 X H-1
Drawn by Date
Checked by Date
Revisions Date Borehole Coordinates
INTERN Technologies Table 3.1b
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UIM Coordinates Derived from Closest

Sat. Sandia Sat.
Survey Basic Data Surveyed

Well m North m East 1984 Report Well

WIPP-25 35 84 025 6 06 387 X

WIPP-26 35 81 041 6 03 995 X

WIPP-27 35 93 077 6 04 433 X

WIPP-28 35 94 682 6 11 266 X WIPP-30

WIPP-29 35 78 773 5 96 941 X

WIPP-30 35 89 707 6 13 717 X

wHs ¥ 35 82 066 6 13 581 X H-1

* Waste-Handling Shaft

Drawn by Date

Checked by Date

Revisions Date Borehole Coordinates

INTERN Technologies Table 3.lc
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UTM Coordinates of the model-area corners:

South-west corner:

South-east corner:

North-east corner:

North-west corner:

35 T4 260 mN 6 06 680 mE
35 74 260 mN 6 18 920 mE
35 85 960 mN 6 18 920 mE
35 85 960 mN 6 06 680 mE

Dimensions of the model area:

East - West:

North - South:

Area:

Grid block dimensions (m):

From West to East:

From South to North:

12.24 km
11.70 km
143,21 km?

960,
600,
200,
120,
250,
500,

780,
260,
320,
260,
160,
360,
640,

960, 960, 640, 800,
600, 380, 180, 160,
200, 200, 120, 120,
120, 200, 300, 370,
150, 160, 310, 400,
600, 600, 1080.

800, 1180, 860, 470,
260, 520, 430, 320,
320, 240, 260, 260,
190, 140, 140, 140,
140, 140, 190, 300,
220, 220, 220, 320,
640.

Drawn by

Date

Checked by

Date

Revisions

Date

Coordinates and Dimensions of the
Model Area and the Grid Blocks

INTERN Technologies

Table 3.2
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Elevation Of The Culebra Dolomite

Thickness Of

Bottom¥ Top¥ Center* nglggﬁizga

Well [fm a.s.1.] {m a.s.l1.] [m a.s.1.] {m]
H-1 822.3 829.3 825.8 7.0
H-2a 832.4 839.1 835.8 6.7
H-2b 832.6 839.3 836.0 6.7
H-2¢ 830.5 839.0 834.8 8.5
H-3b1 821.3 828.5 824.9 .3
H-3b2 819.5 826.8 823.2 .3
H-3b3 820.3 827.3 823.8 7.0
H-4a 856.8 864.0 860.4 7.3
H-Ub 857.9 865.9 861.9 7.9
H-4c 858.2 866. 1 862.1 7.9
H-5a 788.2 795.2 791.7 7.0
H-5b 788.1 795.1 791.6 7.0
H-5¢ 787.0 794.6 790.8 7.6
H-6a 828.7 835.7 832.2 7.0
H-6b 828.8 835.8 832.3 7.0
H-6c 828.9 835.9 832.4 7.0
H-T7a 880.4 891.7 886.1 11.3
* Note: Last figure of reported values is rounded.

Drawn by Dote

Checked by Date Elevation and Thickness of the

Revisions Date Culebra Dolamite

INTERN Technologies Table 3.3a
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Elevation Of The Culebra Dolomite

Thickness Of

The Culebra
Bottom¥ Top* Center* Dolomite¥

Well [m a.s.1.] [m a.s.1.] {m a.s.1.] [m]
H-Tb 880.4 891.7 886.1 11.3
H~-Tb2 880. 4 891.7 886.1 11.3
H-8b 858.6 866.6 862.6 7.9
H-9a 831.3 840.5 835.9 9.1
H-9b 831.4 840.5 836.0 9.1
H-9c¢ 831.5 840.6 836.0 9.1
H-10b 699.9 709.3 704.6 9.4
H-11b3 807.5 815.2 811.4 7.6
H-12 784.5 792.7 788.6 8.2
DOE-1 798.6 805.6 802.1 7.0
DOE-2 784.0 790.8 787.4 6.8
P-1 8u47.4 855.6 851.5 8.2
P-2 791.4 799.3 795.4 7.9
P-3 828.3 835.3 831.8 7.0
P-4 802.2 810.4 806.3 8.2
P-5 805. 8 812.8 809.3 .0
P-6 851.6 858.6 855.1 7.0
¥ Note: Last figure of reported values is rounded.

Drawn by Dote

Chocked o o Elevation and Thickness of the

Revisions Date Culebra Dolamite

INTERA Technologies Table 3.3b
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Elevation Of The Culebra Dolomite

Bottom*
Well ma.s.1.]
P-7 856.5
P-8 838.4
P-9 809.1
P-10 T77.9
P-1 782.1
P-12 828.4
P-13 828.5
P-14 8u2.8
P-15 876.1
P-16 851.9
P-17 838.6
P-18 773.5
P-19 776.6
P-20 784.5
WIPP-11 780.0
WIPP-12 803.6
-WIPP-13 816.7

* Note: Last figure of reported values is rounded.

Top* Center*
[m a.s.1.] fm a.s.1.]
864.4 860.5
846.0 8u2.2
816.1 812.6
785.8 781.9
790.0 786.1
835.4 831.9
835.5 832.0
849.6 8U46.2
882.9 879.5
858.9 855.4
846.2 842.4
782.4 777.9
785.8 781.2
792.4 788.5
787.0 783.5
811.2 807.4
823.7 820.2

Thickness 0Of
The Culebra
Dolomite¥

[m]

-~ 9 w0 ™ ~ oo oo 3=
N ~

-3
(o))

Drawn by Date

°"°°"‘f" by Date Elevation and Thickness of the

Revisions Date Culebra Dolomite

INTERN\ Technologies Table 3.3c
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Elevation Of The Culebra Dolomite

Bottom*
Well [m a.s.1.]
WIPP-14 790.3
WIPP-18 807.9
WIPP-19 808.7
WIPP-21 812.6
WIPP-22 811.3
WIPP-25 834.2
WIPP-26 896.6
WIPP-27 870.0
WIPP-28 884.2
WIPP-29 893.7
WIPP-30 8u44.6
WIPP-33 836.7
WIPP-34 784.0
ERDA-6 853.9
ERDA-9 817.3
CABIN BABY 865.8
AEC-T 843.6
AEC-8 813.2

¥ Note: Last figure of reported values is rounded.

Top¥ Center*
[m a.s.1.] [m a.s.1.]
796.1 793.2
814.6 811.2
816.6 812.6
819.9 816.3
818.0 814.7
843. 4 838.8
904.2 900. 4
879.2 874.6
892.2 888.2
904. 4 899.0
851.6 848.1
8i5.3 841.0
792.2 788.1
861.8 857.9
824.3 820.8
871.4 868.6
852.3 8U47.9
820.8 817.0

Thickness Of
The Culebra
Dolomite¥

Lm]

A

-~ w v =

10.7
7.0
8.6
8.2
7.9
7.0
5.6
8.7
7.6

Drawn by Date

Checked by Date

Revisions Date Elevation and Thickness of the
Culebra Dolomite

INTERN Technologies

Table 3.3d
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Fluid Properties

Compressibility of Water

Thermal expansion factor of water

Heat Capacity of water

Fluid densities: "water"
"brine"

Fluid viscosity:

Rock Properties

Porosity
Compressibility of the pore structure
Heat capacity of the rock

4.53 x 10710 m2/N (25°C)

2.07 x 1074 1/0¢
4.18 x 103 J/kgeC
1000 kg/m3

2000 kg/m3

1 x 1073 Pas

0.2
7.57 x 10710 m2/N
8.0 x 102 J/kg°C

Rock density 2500 kg/m3
Transport Parameters

Longitudinal dispersivity factor : 50 m

Transverse dispersivity factor : 2.5 m

Molecular diffusivity in the porous medium 2 x 10710 m?/s

(includes porosity and tortuosity)

Drawn by Date
Checked b .

bl Dte Physical Model Constants
Revisions Date

INTERA Technologies Table 3.4
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Transmissivity of the Culebra Dolamite

Observation

Well [mz/s] log [m2/s]
H-1 7.5 x 1078 ~7.125
H-2 6.0 x 1077 -6.222
H-3 .0x 107 -5.398
H-ba 1.4 x 10“2 5. 854
H-Ub 1.0 x 107 -6.000
H-Ue 1.1 x 10° -5.959
H-5a 1.8 x 1077 -6.745
H-5b 2.1 x 1077 -6.678
H-5¢ 1.1 x 1077 -6.959
H-6a 7.8 x 1072 -4,108
H-6b 8.1 x 1072 -4.092
H-6c 7.8 x 1072 4,108
H-Tb 1.2 x 1073 -2.921
H-8b 7.2 x 1070 -5.143
H-9b 1.8 x 1074 ~3.745
H-10b 7.5 x 1079 ~7.125
H-11b3 1.1 x 1072 -4.959
H-12 4.5 x 1078 ~7.347
DOE-1 3.6 x 1072 T
DOE-2 3.9 x 1072 -} 409
P-14 2.5 x 1074 ~3.602
P-15 8.9 x 1078 ~7.051
P-17 1.8 x 107 -5.745
P-18 2.1 x 107 -8.678

Drawn by Date

Checked by Date Transmissivity of the Culebra Dolomite

Revisions Date

INTERA Technologies Table 3.5a
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Transmissivity Of The Culebra Dolomite

Observation
Well [m2/s] log [m2/s]

WIPP-25 2.9 x 1074 ~3.538

WIPP-26 1.3 x 1073 -2.886

WIPP-27 7.0 x 1072 -3.155

WIPP-28 1.9 x 1072 -y, 721

WIPP-29 1.1 x 1073 ~2.959

WIPP-30 3.2 x 1077 -6.495
Drawn by Date
Checked by Date Transmissivity of the Culebra Dolomite
Revisions Date
INTERN Technologies Table 3.5b
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Raw Non-Directional Semi-Variogram:

Distance Midpoint Number of Y

interval (km) Pairs (constant drift)
(km)

0- 3.5 2.286 55 0.9053
3.5 - 5.0 4.355 146 2.1140
5.0 - 6.5 5.170 48 2.3138
6.5 - 10.0 7.991 104 2.3509

10.0 - 12.5 10.792 16 2.5038

12.5 - 15.0 13.595 51 3.6583

15.0 - 20.0 17.022 51 2.8385
> 20.0 22.871 28

Theoretical Semi-Variogram:

Consistency Check:

Type : exponential Kriged Average Error : 0.066
Y(h =0) =0 Kriged Mean Square Error : 1.403
Y(h > 0) = w(1 - e_h/a) +C Reduced Mean Square Error: 1.007
2.05 |
1.30 km

o] : 0.0

Range : 3.9 km (3a)

Sill1 : 2.05 (w + e¢)

Nugget: 0.0 (e)

Drawn by Date

Checked by Date Results of the Semi-Variogram Analysis

Revisions Date (Culebra Transmissivities)

INTEIRN Technologies Table 3.6
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Elevatlion Of The

Culebra Dolomite Freshwater
Observation Center Head
Well [m.a.s.l.] [(m.a.s.1l.]

H-1 825.8 921.6
H-2b 836.0 923.6
H-3bl 824.9 917.3
H-4b 861.9 913.2
H-5b 791.6 934.4
H-6Db 832.3 932.2
H-7b 886.1 912.3
H-8b 862.6 911.5
H-9b 836.0 906.9
H-10b 704.6 920.0
H-11% 811.7 911.1
H-12 788.6 912.0
DOE-1 802.1 913.7
DOE-2 787.4 934.0
P-14 846.2 927 .4
P-15 879.5 917 .4
P-17 842.4 911.2
WIPP-25 838.8 930.3
WIPP-26 900.4 918.8
WIPP-27 874.6 940.7
WIPP-28 888.2 933.2
WIPP-29 899.0 905.6
WIPP-30 848.1 929.4
%¥ Average values from H-11bl, H-11b2, and H-11b3

Drawn by Date

Checked by Date Best Estimate of the Undisturbed

Revisions Date Freshwater Heads in the Culebra Dolomite

INTEIRN Technologies Table 3.7
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Well Or Density
Hydropad [g/cm3]
H-1 1.020
H-2 1.010
H-3 1.040
H-4 1.015
H-5 1.100
H-6 1.040
H-T 1.000
H-8 1.000
H-9 1.000
H-10 1.045
H-11 1.085
H-12 1.095
DOE-1 1.090
DOE-2 1.040
P-14 1.015
P-15 1.015
P-17 1.060
P-18 1.090
WIPP-25 1.010
WIPP-26 1.010
WIPP-27 1.090
WIPp-28 1.035
WIPP-29 1.215
WIPP-30 1.020
Drawn by Date
Checked by Dote Best Estimate of the Undisturbed Formation-
Revisions Date Water Densities in the Culebra Dolomite
INTERN Technologies Table 3.8
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Grid Block Grid Block
Index*

OW OO Ul E=wn =
— ) ol ) e—h — et ) —) )

—_ —
[0} w
- -

e [ Gy

N
w
-
—_-

*

* %

¥%%¥ See explanation for model calculation of formation-water densities

Elevation*#¥
{ma.s.l.]

889.0
884.5
884.0
884.0
884.0

879.
869.
861,
856.
853.

cooooo

850.
8u6.
843,
840.
838.

836.
834,
832.
829.
824y,

QO OO0

OO OO0

820.
817.
814.
810.
804,

"ooooo

799.0
789.0
779.0
767.0
849.0

Grid Block 1,1:
Grid Block 29,1:

Freshwater Density Formation Brine

Head Pressure Concentration

(m a.s.1.] [g/em3] [kPa]

912.2 1.000 328.8
911.8 1.000 369.0
911.2 1.010 368.1
910.9 1.010 365.1
910.3 1.020 359.2
909.7 1.030 4o2.4
909.3 1.040 496.5
909.0 1.050 572.0
908.8 1.050 619.1
908.6 1.050 646.6
908.4 1.060 674.0
908.2 1.060 711.3
908.0 1.060 738.8
908.0 1.060 768.2
907.9 1.070 786.8
907.9 1.070 806.4
907.9 1.070 826.0
907.9 1.070 845.6
908.0 1.070 876.0
908.8 1.080 932.9
909.2 1.080 976.1
909.8 1.080 1011.4
910.0 1.090 1042.8
910.2 1.090 1083.9
910.4 1.090 114Y4,7
910.7 1.090 1196.7
911.0 1.100 1297.7
911.5 1.105 1400.7
912.0 1.105 1523.3
934.2 1.020 936.8

South-west Corner
South-east Corner

Corresponds to the center of the grid blocks

(section 5.3.1)

X %%

OCQOOOO0 OQOOOO0O

leNoNoNeoNe]

[eNoNeoNoNe

OO OO0 QOOO0OO0O

.000
.000
.010
.010
.020

.030
.040
.050
.050
.050

.060
.060
.060
.060
.070

.070
.070
.070
.070
.080

.080
.080
.090
.090
.090

.090
.100
.105
.105
.020

Drawn by

Date

Checked by

Date

Revisions

Date

Initial Boundary Conditions

INTERN Technologies

Table 3.9a
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Grid Block Grid Block Freshwater Density Formation Brine
Index Elevation Head Pressure Concentration
[ma.s.1.] [ma.s.1l.] [g/cm3] [kPa]
2,32 843.0 934.5 1.030 998.6 0.030
3,32 842.0 934.8 1.040 1011.4 0.040
4,32 841.0 934.5 1.040 1018.2 0.040
5,32 833.0 934.0 1.040 1091.8 0.040
6,32 828.0 933.8 1.040 1138.9 0.040
7,32 819.0 933.8 1.040 1227.1 0.040
8,32 810.0 934.2 1.040 1319.3 0.040
9,32 806.0 934.3 1.040 1359.5 0.040
10,32 802.0 9344 1.040 1399.7 0.040
11,32 798.0 934.5 1.040 1439.9 0.040
12,32 794.0 934.6 1.040 1480.1 0.040
13,32 792.0 934.7 1.040 1500.7 0.040
14,32 790.0 934.8 1.040 1521.3 0.040
15,32 788.0 934.9 1.050 1541.9 0.050
16,32 788.0 935.0 1.050 1542.9 0.050
17,32 788.0 935.0 1.050 1542.9 0.050
18,32 788.0 935.0 1.050 1542.9 0.050
19,32 787.0 935.0 1.060 1552.,7 0.060
20,32 787.0 935.0 1.060 1552.7 0.060
21,32 787.0 935.0 1.070 1552.7 0.070
22,32 787.0 935.0 1.070 1552.7 0.070
23,32 787.0 935.0 1.080 1552.7 0.080
24,32 788.0 935.0 1.080 1542.9 0.080
25,32 789.0 935.0 1.090 1533:1 0.090
26,32 793.0 935.0 1.090 1493.9 0.090
27,32 798.0 935.0 1.100 1444.8 0.100
28,32 806.0 935.0 1.105 1366.4 0.105
29,32 813.0 935:0 1.105 1297.7 0.105
1, 2 889.0 913.7 1.000 343.5 0.000
1, 3 894.0 914.4 1.000 301.4 0.000
1, 4 894.0 915.2 1.000 309.2 0.000
1, 5 894.0 916.0 1.010 317.1 0.010
1, 6 893.0 916.5 1.010 331.8 0.010
Drawn by Date
Checked by Date Initial Boundary Conditions
Revisions Date
INTERN Technologies Table 3.9b

75




Grid Block Grid Block Freshwater Density Formation Brine
Index Elevation Head Presasure Concentration
[ma.s.l.] [m a.s.l.] [g/cm3] [kPa]
1, 7 893.0 917.0 1.010 336.7 0.010
1, 8 892.0 917.5 1.010 351.4 0.010
1, 9 891.0 918.4 1.010 370.0 0.010
1,10 890.0 919.0 1.010 385.7 0.010
1,11 889.0 919.7 1.010 4024 0.010
1,12 886.0 920.8 1.010 4u2.6 0.010
1,13 883.0 922.0 1.010 483.8 0.010
1,14 881.0 923.0 1.010 513.2 0.010
1,15 879.0 923.8 1.010 540.7 0.010
1,16 876.0 924.3 1.010 575.0 0.010
1,17 874.0 925.5 1.010 606. 4 0.010
1,18 872.0 925.8 1.010 628.9 0.010
1,19 870.0 926.2 1.010 652.5 0.010
1,20 868.0 926.8 1.010 678.0 0.010
1,21 866.0 927.0 1.010 699.5 0.010
1,22 864.0 927.3 1.010 722.1 '0:010
1,23 862.0 927.6 1.010 ThY .6 0.010
1,24 859.0 928.0 1.010 778.0 0.010
1,25 855.0 928.5 1.010 822.1 0.010
1,26 849.0 929.0 1.010 885.8 0.010
1,27 844.0 929.6 1.010 940.8 0.010
1,28 843.0 930.3 1.010 957.4 0.010
1,29 843.0 930.7 1.010 961.4 0.010
1,30 843.0 931.3 1.020 967.2 0.020
1,31 844.0 932.5 1.020 969.2 0.020
29, 2 768.0 914.0 1.105 1533.1 0.105
29, 3 770.0 916.0 1.105 1533.1 0.105
29, 4 T74.0 918.0 1.105 1513.5 0.105
29, 5 T777.0 920.0 1.105 1503.7 0.105
29, 6 777.0 921.0 1.105 1513.5 0.105
29, 7 778.0 921.5 1.105 1508.6 0.105
29, 8 778.0 923.0 1.105 1523.3 0.105
29, 9 778.0 924.0 1.105 1533.1 0.105
Drawn by Date
?f&dby Z:° Initial Boundary Conditions
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Grid Block  Grid Block Freshwater Density Formation Brine
Index Elevation Head Pressure Concentration
[ma.s.1l.] [m a.s.1l.] [g/cm3] [kPa]

29,10 778.0 925.0 1.105 1542.9 0.105
29,11 T77.5 925.5 1.105  1552.7 0.105
29,12 777.0 926.5 1.105 1567.4 0.105
29,13 777.0 927.0 1.105 1572.3 0.105
29,14 776.0 927.5 1.105 1587.0 0.105
29,15 776.0 928.2 1.105 1593.9 0.105
29,16 777.0 928.8 1.105 1599.8 0.105
29,17 777.0 929.2 1.105 1593.9 0.105
29,18 777:.0 929.6 1.105 1597.8 0.105
29,19 T777.0 930.0 1.105 1601.7 0.105
29,20 778.0 930.3 1.105 1594.9 0.105
29,21 778.0 930.7 1.105 1598.8 0.105
29,22 779.0 931.0 1.105 1591.9 0.105
29,23 779.0 931.3 1.105 1594.9 0.105
29,24 780.0 931.8 1.105 1590.0 0.105
29,25 783.0 932.4 1.105 1566.4 0.105
29,26 786.0 933.0 1.105 1542.9 0.105
29,27 788.0 933.8 1.105 1531.1 0.105
29,28 790.0 9341 1.105 1514.4 0.105
29,29 792.0 934.2 1.105 1495.8 0.105
29,30 796.0 934.3 1.105 1457.6 0.105
29,31 802.0 934.5 1.105 1400.7 0.105
Drawn by Date

Checked by Date

- Initial Boundary Conditions

Revisions Date

“\”LI-U\ Technologies Table 3.9d
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Elevation Of The Freshwater Difference To

Culebra Dolomite Head Undisturbed

Observation Center October 1985 Heads

Well [m.a.s.1l.] [m.a.s.1l.] [m]
H-1 825.8 909.4 -12.2
H-2p2 835.4 916.5 ~7.1%
H-3bl 824.9 909.2 -8.1
H-4b 861.9 911.9 -1.3
H-5b*#* 791.6 934, 4 +0.0
H-6c¢ 832.4 932.3 +0,1%%x%
H-7b 886.1 912.2 -0.1
H-8b 862.6 911.5 +0.0
H-9b 836.0 906.3 -0.6
H-10b no data avallable from October 1985
H-1]1%%%x 811.7 910.7 -0.4
H-12 788.6 910.9 -1.1
DOE~1 802.1 910.6 -3.1
DOE-2 no data avallable from October 1985
P-14 846.2 927 .4 +0.0
P-15 879.5 916.8 -0.6
P-17 842.4 910.3 -0.9
WIPP-25 838.8 930.3 +0.0
WIPP-26 900.4 918.7 -0.1
WIPP-27 874.6 940.7 +0.0
WIPP-28 888.2 933.2 +0.0
WIPP-29 899.0 905.6 +0.0
WIPP-30 848.1 929.1 -0.3
* Difference in freshwater head compared to H-2b (Table 3.7).
¥x H-5b water-level measurement taken prior to water-quality

sampling (August 20-28, 1985) was utilized

Ll Difference in freshwater head compared to H-6b

x%x%%¥  Average values from H-11bl, H-11b2, and H-11b3

Drawn by

Date

Checked by

Date

Preshwater Heads in the Culebra

Revisions

Date

Dolomite in October 1985

INTERN Technologies _ Table 3.10
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Observed Calculated

Observation Freshwater Freshwater Squared
Well Head Head Difference Diffegence
[ma.s.1.] [ma.s.l1.] [m] [m=]
H-1 921.6 926.35 #ly T5% 22.56%
H-2b 923.6 927.94 1,3 18.83
H-3 917.3 923.26 +5.96 35.48
H-Ub 913.2 917.78 +4.58 20.94
H-5b 934.4 934.28 -0.12 0.02
H-6b 932.2 933.00 +0.80 0.64
H-Tb 912.3 911.95 -0.36 0.13
H-11 911.1 921.97 +10.87 118.20
H-12 912.0 914,46 +2.46 6.03
DOE-1 913.7 923.64 +9.94 98.73
DOE-2 934.0 934.56 +0.57 0.32
P-14 927.4 928.37 +0.97 0.94
P-15 917.4 919.12 #1.72 2.96
P-17 911.2 916.06 +14. 86 23.60
SUM : +51.32 349.36
MEAN : +3.67 24.95

¥ Note: Last figure of reported values is rounded. Therefore, the
square root of the squared difference does not exactly equal
the reported difference.

Drawn b Date
c:c;d: Di The Difference Between the Calculated and
== e the Measured Freshwater Heads for the
Revisions Date Initial Steady-State Model Under Undisturbed
Conditions
INTERN Technologies Table 4.1
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Observation
Well

H-1
H-2b

H-4b
H-5b
H-6b
H-Tb1
H-11
H-12
DOE-1
DOE-2
P-14
P-15
P-17

SUM
MEAN :

Observed Calculated
Frestwater Freshwater
Head Head
[m a.s.l.] (m a.s.l.]
921.6 921.45
923.6 924.10
917.3 917.14
913.2 913.33
934.4 934.37
932.2 932.66
912.3 911.96
911.1 911.98
912.0 911.85
913.7 914,22
934.0 934.58
927.4 927.91
917.4 017.89
911.2 910.26

Difference

(m]

+2.
+0.

¥ Note: Last figure of reported values is rounded.
square root of the squared difference does
the reported difference.

L15%
.50
.16
.13
.03
.46
.34
.88
15
.52
.58
.51
.49
.94

30
16

Therefore,

Squared
lefeEence

.02%
.25
.03
.02
.01
.2
.11
LT7
.02
.27
.33
.26
24
.89

O O O O O 0O O o ©O o o o o o

0.25

the

not exactly equal

Drawn Date
c:;u:y o The Difference Between the Calculated and
b e the Measured Freshwater Heads for the
Revisions Date Pressure-Calibrated Steady-State Model
Under Undisturbed Conditions
INTERU\ Technologies Table 4.2
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Grid Block Grid Block Freshwater Density Formation Brine

Index* Elevation¥¥ Head Pressure Concentration
(ma.s.1.] {ma.s.1.] [g/cm3] [kPa] L
1, 1 889.0 912.2 1.000 328.8 0.000
2, 1 884.5 911.8 1.000 369.0 0.000
3, 1 884.0 911.2 1.010 368.1 0.010
g, 1 884.0 910.9 1.010 365.1 0.010
5, 1 884.0 910.3 1.020 359.2 0.020
6, 1 879.0 909.7 1.030 402. 4 0.030
7, 1 869.0 909.3 1.040 496.5 0.040
8, 1 861.0 909.0 1.050 572.0 0.050
9, 1 856.0 908.7 1.050 618.1 0.050
10, 1 853.0 908.3 1.050 643.6 0.050
1, 1 850.0 908.0 1.060 670.1 0.060
12, 1 846.0 907.7 1.060 706.4 0.060
13, 1 843.0 907.3 1.060 731.9 0.060
14, 1 840.0 907.0 1.060 758.4 0.060
15, 1 838.0 907.0 1.070 778.0 0.070
16, 1 836.0 907.0 1.070 797.6 0.070
17, 1 834.0 907.0 1.070 817.2 0.070
18, 1 832.0 907.0 1.070 836.8 0.070
19, 1 829.0 907.0 1.070 866.2 0.070
20, 1 824.0 907.5 1.080 920.2 0.080
21, 1 820.0 908.0 1.080 964.3 0.080
22, 1 817.0 908.5 1.080 998.6 0.080
23, 1 814.0 909.0 1.090 1032.9 0.090
24, 1 810.0 909.5 1.090 1077 :1 0.090
25, 1 804.0 910.0 1.090 1140.8 0.090
26, 1 799.0 910.5 1.090 1194.8 0.090
27, 1 789.0 911.0 1.100 1297.7 0.100
28, 1 779.0 911.5 1.100 1400.7 0.100
29, 1 767.0 912.0 1.100 1523.3 0.100
1,32 849.0 934.2 1.005 936.8 0.005

* Grid Block 1,1: South-west Corner
Grid Block 29,1: South-east Corner

¥%  Corresponds to the center of the grid blocks

¥¥¥ See explanation for model calculation of formation-water densities
(section 3.3.1)

Drawn by Date

Frocked e Density-Calibrated Boundary Conditions
Revisions Date
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Density

Grid Block Grid Block Freshwater Formation Brine
Index Elevation Head Pressure Concentration
[m a.s.1.] [ma.s.1.] [g/em3] [kPa]
2,32 843.0 934.5 1.005 998.6 0.005
3,32 842.0 934.8 1.007 1011.4 0.007
4,32 841.0 934.5 1.007 1018.2 0.007
5,32 833.0 934.0 1.039 1091.8 0.039
6,32 828.0 933.8 1.007 1138.9 0.007
7,32 819.0 933.8 1.007 1227.1 0.007
8,32 810.0 93Y4,2 1.017 1319.3 0.017
9,32 806.0 934.3 1.017 1359.5 0.017
10,32 802.0 9344 1.017 1399.7 0.017
11,32 798.0 934.5 1.017 1439.9 0.017
12,32 794.0 934.6 1.017 1480.1 0.017
13,32 792.0 9347 1.017 1500.7 0.017
14,32 790.0 934.8 1.017 1521.3 0.017
15,32 788.0 934.9 1.017 1541.9 0.017
16,32 788.0 935.0 1.017 1542.9 0.017
17,32 788.0 935.0 1.035 1542.9 0.035
18,32 788.0 935.0 1.060 1542.9 0.060
19,32 787.0 935.0 1.085 1552.7 0.085
20,32 787.0 935.0 1.085 1552.7 0.085
21,32 787.0 935.0 1.085 1552.7 0.085
22,32 787.0 935.0 1.085 1552.7 0.085
23,32 787.0 935.0 1.085 1552.7 0.085
24,32 788.0 935.0 1.085 1542.9 0.085
25,32 789.0 935.0 1.085 1533.1 0.085
26,32 793.0 935.0 1.085 1493.9 05085
27,32 798.0 935.0 1.100 1444.8 0.100
28,32 806.0 935.0 1.100 1366.4 0.100
29,32 813.0 935.0 1.100 1297.7 0.000
1, 2 889.0 913.7 1.000 343.5 0.000
1, 3 894 .0 914.4 1.000 301.4 0.000
1, U 894.0 915.2 1.000 309.2 0.000
1, 5 894.0 916.0 1.000 317.1 0.000
1, 6 893.0 916.5 1.000 331.8 0.000
Drawn by Date
Checked by Date Density-Calibrated Boundary Conditions
Revisions Date
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Grid Block Grid Block Freshwater Density Formation Brine
Index Elevation Head Pressure Concentration
(ma.s.l.] [ma.s.l.] ([g/em3] [kPa]
1, T 893.0 917.0 1.000 336.7 0.000
1, 8 892.0 217.5 1.000 351.4 0.000
1, 9 891.0 918.4 1.000 370.0 0.000
1,10 890.0 919.0 1.000 385.7 0.000
1,11 889.0 919.7 1.000 402.4 0.000
1,12 886.0 920.8 1.000 4u2.6 0.000
1,13 883.0 922.0 1.000 483.8 0.000
1,14 881.0 923.0 1.000 513.2 0.000
1,15 879.0 923.8 1.000 540.7 0.000
1,16 876.0 924.3 1.000 575.0 0.000
1,17 874.0 925.5 1.000 606.4 0.000
1,18 872.0 925.8 1.000 628.9 0.000
1,19 870.0 926.2 1.000 652.5 0.000
1,20 868.0 926.8 1.000 678.0 0.000
1,21 866.0 927.0 1.000 699.5 0.000
1,22 864.0 927.3 1.000 722.1 0.000
1,23 862.0 927.6 1.000 T4Y.6 0.000
1,24 859.0 928.0 1.000 778.0 0.000
1,25 855.0 928.5 1.000 822.1 0.000
1,26 849.0 929.0 1.000 885.8 0.000
1,27 844.0 929.6 1.000 940.8 0.000
1,28 843.0 930.3 1.000 957.4 0.000
1,29 843.0 930.7 1.000 961.4 0.000
1,30 843.0 931.3 1.000 967.2 0.000
1,31 844.0 932.5 1.000 969.2 0.000
29, 2 768,0 914.0 1.100 1533.1 0.100
29, 3 770.0 916.0 1.100 1533.1 0.100
29, 4 T74.0 918.0 1.100 1513.5 0.100
29, 5 777.0 920.0 1.100 1503.7 0.100
29, 6 777.0 921.0 1.100 1513.5 0.100
29, 7 778.0 921.5 1.100 1508.6 0.100
29, 8 778.0 923.0 1.100 1523.3 0.100
29, 9 778.0 924.0 1.100 1533.1 0.100
Drawn by Date
:"%* l E:' Density-Calibrated Boundary Conditions
INTERN Technologies
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Grid Block Grid Block Freshwater Density Formation Brine
Index Elevation Head Pressure Concentration
[m a.s.1.] [ma.s.l.] [g/cm3] [kPal]
29,10 778.0 925.0 1.100 1542.9 0.100
29,11 T777.5 925.5 1.100 1552.7 0.100
29,12 777.0 926.5 1.100 1567.4 0.100
29,13 777.0 927.0 1.100 1572.3 0.100
29,14 776.0 927.5 1.100 1587.0 0.100
29,15 776.0 928.2 1.100 1593.9 0.100
29,16 776.0 928.8 1.100 1599.8 0.100
29,17 777.0 929.2 1.100 1593.9 0.100
29,18 777.0 929.6 1.100 1597.8 0.100
29,19 777.0 930.0 1.100 1601.7 0.100
29,20 778.0 930.3 1.100 1594.9 0.100
29,21 778.0 930.7 1.100 1598.8 0.100
29,22 779.0 931.0 1.100 1591.9 0.100
29,23 779.0 931.3 1.100 1594.9 0.100
29,24 780.0 931.8 1.100 1590.0 0.100
29,25 783.0 932.4 1.100 1566.4 0.100
29,26 786.0 933.0 1.100 1542.9 0.100
29,27 788.0 933.8 1.100 1531.1 0.100
29,28 790.0 934.1 1.100 1514.4 0.100
29,29 792.0 934.2 1.100 1495.8 0.100
29,30 796.0 934.3 1.100 1457.6 0.100
29,31 802.0 934.5 1.100 1400.7 0.100
Drawn by Date
Chocked by Dote Density-Calibrated Boundary Conditions
Revisions Date
INTERN\ Technologies Table 4.3d
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e

Observation
Well

H-1
H-2b
H-3
H-4b
H-5b
H~-6b
H-7b1
H-11
H-12
DOE-1
DOE-2
P-14
P-15
P-17

SUM
MEAN :

Observed Calculated
Freshwater Freshwater
Head Head Difference
(ma.s.1.] [m a.s.1.] (m]
921.6 921.14 -0.46%
923.6 924,08 +0.48
917.3 917.34 -0.97
913.2 913.92 -0.28
934.4 934.29 -0.11
932.2 932.57 +0.37
912.3 911.96 ~0.34
911.1 912.17 +1.08
912.0 911.71 -0.29
913.7 913.93 +0.23
934.0 934. 21 +0.21
927.4 927.67 +0.27
917.4 017.96 +0.56
911.2 910.13 -1.065
-0.31
+0,02

*¥ Note: Last figure of reported values is rounded.
square root of the squared difference does not exactly equal
the reported difference.

Squared
Diffegence
(m=]

L21%
.23
.93
.07
.01
.13
.
.16
.08
.05
.05
.07
.32
14

- O O O O O O O

- O O O O ©oO

Therefore, the

D b Dat:
c:::,dyb, — The Difference Between the Calculated and
— the Measured Freshwater Heads for the
Revisions Dote Density-Calibrated Steady-State Model Under
Undisturbed Conditions
INTERN Technologies Table 4.1
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Freshwater Heads¥* in Thickness*
the the of the

Magenta Culebra Head Tamarisk Hydraulic¥*

Dolomite Dolomite Difference Member Gradient
Well [m.a.s.1.] (m.a.s.1l.] [m] [m] (m/m]
H-1 962.6 920.5 42,1 26.5 1.6
H-2 959.5 924.5 35.0 24,4 1.4
H-3 961.6 914.4 47,2 26.8 1.8
H-4 959.2 913.2 46.0 29.3 1.6
H-6 932.14 933.0 -0.06 28.3 -0.002
WIPP-25 931.2 929.9 1.3 36.3 0.036

¥  Data taken from Mercer, 1983.

¥%¥  Assuming constant density.

Drawn by Date

Checked b Date The Hydraulic Gradient in the Tamarisk
Revisions Oate Member in the Western Model Area
INTERN Technologies Table 6.1
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Lell Depth Helium Porosity Horizontal Vertical

(m) Initial Rerun Grain Permeability Permeability
Value Value Densigy (md) (md)
) ) (g/cm?)

H-2b 192.0 14.1 2.80 0.02 0.02

-2b 192.0 11.5 | <0.1;

' Klp= 0.008
fH-2b 192.0 6.6 (7.3)% ' 0.02;
' ' ' K1p=0.0085

~2b 193.8-193.9  16.5 (14.2) 2.78 0.07 0.01
ﬁj—Zb 194.3 11.8 2.81 ’ '

-2b 195.0-195.1 7.0 (13.6) 2.78 0.19 0.37

-3b2  207.6  18.8 (20.2) 2.84 | 4.2 (4.5)

-3p2  210.1 16.8 (11.3) 2.79 3.3 (4.1)
H-3b3  204.6-204.7 18.5 (17.4) 2.83 10.0 ' |
H-3b3  204.7-204.8  20.9 (19.5) 2.82 ' 1.2
H-3b3  210.1 24y (24.1) 2.82 0.53 (0.47)
H-3b3  210.3-210.5 21.3 (19.6) 2.84 2.1 0.56
H-Ub 156.4 29.7 -~ 2.85 ' 53.0
H-Ub 157.6-157.7  19.5 (22.0) 2.8Y4 5.3
H-6b 187.2-187.3  10.8 - 2.83 0.05
H-6b 187.4-187.5  11.6 2.83 0.08 0.07
H-6b 187.8  10.7 2,83 0.0k 0.05
H-6b *%191 4-195.1 25.5 (20.4) 2.86 1.7 (1.6)

¥ All numbers in parentheses refer to rerun values and samples as presented
in Core Laboratories (1986b)

¥* Exact depth unknown due to core loss. Sample depth shows range of
possible depths '
Klp= Klinkenberg permeability determination

Drawn by Date

Chacked by Date Summary Table of Porosity and Permeability as

Revieiom o Determined By Core Laboratories for Selected
: ° Samples From the WIPP Site.

INTERN Technologies Table 7.1
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Tracer

Parameter m-TFMB PFB
Solute free-water 7.4 x 10710 7.2 x 10710
diffusion coefficient (m?/s)

(includes porosity and tortuosity)

Tortuosity 0.15 0.45 0.15 0.45
Matrix-block length (m) 1.2 2.1 0.25 0.4k
Longitudinal dispersivity (m) 3.0 1.5
Fracture porosity 1.9 x 1073 1.9 x 10”3
Matrix porosity 0.2 0.2

Drawn by Date
Checked by Dote Summary of Best-Fit Input Parameters for
Revisions Dot m-TFMB and PFB Breakthrough Curves at the
H-3 Hydropad (after Kelley and Pickens, 1986)
Table 7.2
INTERN Technologies 7
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Well T(me/s) S A W Ref erence
H-3b1  1.94 x 107 7.7 2.4 x 1077 0.25  Beauheim, in
*H-3p2 1.83 x 107 8.1 1.1x 1077 0.03  preparation
H-3b3 1.94 x 1076 8.1 1.1x 1077 0.03

H-3b1 3.23 x 1070 7.3 4.6 x 1077 0.25  Beauheim, in
H-3b2 3.23 x 1070 7.6  2.5x 1077 0.25  preparation
*H-3b3  3.12 x 1070 -7.8  1.7x 1077 0.071

*DOE-~2 4.7 8.27 x 1078 0.10  Beauheim, 1986

*¥  Pumping well during test

T = Transmissivity
S = Wellbore skin
A = Interporosity flow coefficient
w = Dimensionless secondary storativity coefficient
Drawn by Date . .
Crocred B - Summary of Double-Porosity Hydraulic
e ¥ Oate Parameters for the Culebra Dolomite
Revisiona Date at the WIPP Site
INTERN Technologies Table 7.3
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Primary Medium

Hydraulic Conductivity
Porosity
Compressibility
Matrix Block Length

Secondary Medium

Porosity
Compressibility
Fracture Spacing

2.63 x 10710 /s
0.2
6.81 x 10710 2/
2 m

2 x 1073
7.57 x 10~ m2/N
2m

Drawn by

Date

Checked by

Date

Revisions

Date

Base Case SWIFT II Double-Porosity

Model Input Parameters

INTERN Technologies

Table 7.4
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Te(s)

¢m
0.1 0.2 0.3
0.5 2775 5550 8325
VzL.m 1.0 11100 22201 33299
(m) 2.0 44399 88802 133195
4.0 177596 355208 532779
Matrix porosity range ¢m = 0.1 to 0.3

Matrix block length range L, = 1 to 8m

Calculations assume:
Hydraulic conductivity of the matrix = 2.63 x 10710 m/s
Average reservoir fluid density = 1.05 g/c:m3

z:":‘:yb D::° Calculation of Matrix Time Constants
e Date for a Range of Matrix Porosities and

Revisions Date Block Half Lengths

INTERN Technologies Table 7.5
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Te(S)

Ky (m/s)
26 x 10710 26x109 2.6x108 2.6x 107
0.5 5550 555 55 5
1 22201 2220 222 22
Yo 2 88802 8880 888 89
(m) 4 355208 35521 3552 355

Matrix hydraulic conductivity range K, = 2.6 x 10710 t0 2.6 x 1077 m/s

Matrix block length range L = 1to8m

Calculations assume:

Matrix porosity = 0.2
Average reservoir fluid density = 1.05 g/an3
Drawn by Date . .
Chocked by Dote Calculation of Matrix Time Constants
- for a Range of Matrix Hydraulic
Revisions Date Conductivities and Block Half Lengths
INTEIR\ Technologies Table 7.6
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Te(S)

C
r
6.8 x 10711 6.8 x 10710 6.8 x 1079

0.5 2550 5550 35546

Vsz 1.0 10201 22201 142183
(m) 2.0 40805 88802 568731
4.0 163219 355208 2274925
Primary-medium compressibility range C; -6.8x 1071 to

6.8 x 1079 me/N
Matrix block length range L, = 1 to 8m

Calculations assume:
Hydraulic conductivity of the matrix = 2.63 x 10710 m/s
Average reservoir fluid density = 1.05 g/cm3

Drawn by Date

Checked by Date Calculation of Matrix Time Constants for a

Revisions Date Range of Primary-Medium Compressibilities
and Matrix Block Half Lengths

INTERN Technologies Table 7.7
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APPENDIX A: NOTATION FOR SECTION 3.1

ROMAN SYMBOLS

)

Qo

viscosity parameter

coefficient for increase in fluid density with increasing brine
content

specific heat of the fluid

specific heat of the rock (single porosity) or of the fracture-
fill material (dual porosity)

specific heat of the rock matrix

compressibility of the pores (single porosity) or of the
fractures (dual porosity)

compressibility of the matrix porosity

coefficient of thermal expansion

compressibility of the fluid

concentration of a given component within the rock matrix

concentration of inert contaminant

concentration of inert contaminant within the rock matrix

injected brine concentration

concentration of radioactive (trace) components



o

H'

concentration for radioactive (tracer) components for 1local
(matrix) system

dispersion/diffusion coefficient

dispersion/diffusion tensor

dispersion coefficient within the rock matrix

molecular diffusion

molecular diffusion within the rock matrix

molecular diffusion within the rock matrix at the reference

temperature

dispersion or conduction/dispersion tensor for heat (X = H),
brine (X = C) or radionuclide (X = C) within the global system

dispersion or conduction/dispersion coefficient for heat
(X = H), brine (X = C) or radionuclide (X = C) within the local
(rock-matrix) system

acceleration of gravity

units conversion factor equal to g for the English system and
equal to unity for the SI system

fluid enthalpy

fluid enthalpy within the rock matrix

enthalpy of injected fluid

X, y or z Cartesian coordinate indices

A-2



[}

nx

1
kdr

rs

p'

unit tensor

permeability tensor for the global system

permeability coefficient for the local (matrix) system

equilibrium adsorption distribution coefficient for the rock
matrix and radionuclide r

product of branching radio and daughter-parent mass fraction

heat conductivity

heat conductivity tensor for fluid and rock (single porosity)
or fluid and fracture-fill material (dual porosity)

heat conductivity of fluid and rock for the rock matrix

equilibrium retardation factor for the matrix and

radionuclide r

number of radionuclide parent components

pressure

pressure in the local (matrix) system

reference pressure for system, 1initial pressure for the
unsteady-state aquifer model and aquifer boundary condition for
the steady-state aquifer model

rate of fluid withdrawal

A-3



TI

I=

sink/source other than a well for fluid (X = W), heat (X = H),
brine (X = C) and radionuclide (X = r)

radionuclide source due to waste lea hing

subscript for radionuclide

subscript for rock

brine source rate due to salt dissolution

fluid source rate due to salt dissolution

time

temperature

temperature within the rock matrix

reference temperature

ref erence temperature of system, interface temperature between
system and over/underburden and surface temperature for
radi ation model

Darcy flux vector

magnitude of u

Darcy flux vector for the local (matrix) system

magnitude of u'

mass-specific internal energy of the fluid within the rock

matrix

A-4



mass-specific internal energy of the rock (single porosity) or
of the fracture-fill material (dual porosity)

mass-specific internal energy of the rock matrix (dual
porosity)

mass-specific internal energy of the fluid at reference fluid
conditions

solid-phase concentration of component

solid~phase concentration of radionuclide r

X,y,z Cartesian coordinates



A.2 GREEK SYMBOLS

i

£

6'

8. .
1]

longitudinal dispersivity

longitudinal dispersivity for the rock matrix

transverse dispersivity

total loss to the rock matrix for fluid (X = W), heat (X = H),
brine (X = C) or radionuclide (X = r)
source to the rock-matrix unit for fluid (X = W), heat (X = H),

brine (X = C) and radionuclide (X = r)

fractional change in molecular diffusivity per degree rise in

temperature

Kronecker delta

Freundlich isotherm parameter

Freundlich isotherm parameter

decay constant

viscosity

viscosity of fluid within the rock matrix

viscosity parameter

fluid density

density of fluid within the rock matrix

A-6



¢'

fluid density at reference temperature and pressure and unit
brine conentration

fluid density at reference temperature and pressure and zero
brine concentration

formation density

fluid density for the initial conditions

porosity

porosity of rock matrix

porosity at the reference pressure

porosity of rock matrix at the reference temperature

A-T



A.3 SUBSCRIPTS

C brine

H heat or enthalphy

r radioactive component

S parent radionuclide component

W water or fluid

X generalized  subscript denoting fluid, heat , brine or
radionuclide

A-8



APPENDIX B:

CONVERSION FACTORS

Divide to Obtain
Variable Metric Unit by English Unit

Area me 0.0929 rt2
Compressibility 1/Pa 1.4504 E-4 1/psi
Component mass flow rate kg/s 5.2498 E-6 1b/d
Component transmissibility kg/s 5.2U498 E-6 1b/d
Concentration fraction 1.0 fraction
Darcy velocity m/s 3.5278 E-6 ft/d
Density kg/m3 16.018 1b/ft3
Diffusivity me/s 1.0753 E-6  ft2/d
Dispersivity m 0.3048 ft
Distribution coefficient m3/kg 6.2430 E-2  ft3/1b
Enthalpy J 1054.6 Btu
Fluid transmissibility kg/s 5.2498 E-6 1b/d
Fluid heat capacity J/kg-°C 4185.0 Btu/1b-°F
Fluid mass flow rate kg/s 5.2498 E-6 1b/d
Half-life s 3.1536 E+7 yr
Heat flow rate J/s 1.2206 E-6 Btuw/d
Hydraulic conductivity: n/s 3.5278 E-6 ft/d
Length m 0.3048 ft

m 1609.344 mi
Mass kg 0.45359 1b
Porosity fraction 1.0 fraction
Pressure Pa 6894.6 psi

bar 68.946 E-3 psi

m (water) 0.7031 psi
Rock heat capacity J/m3-°¢C 67037.0 Btu/ft3-oF
Salt dissolution product 1/s 1.1574 E-5 1/d
Temperature °C +17.78 0.5556 oF
Thermal conductivity J/m-s-°C 0.7208 Btw/ft-d-°F
Thermal expansion 1/°C 1.800 1/°F
Thermal transmissibility J/s-°C 0.4004 Btw/d-°F



Variable

Divide

to Obtain

Metric Unit by English Unit

Time S 86400 d
Transmissivity m?/s 1.0753 E-6 ££2/d
Viscosity Pa-s 0.001 cp (centipoise)
Volume m3 0.02832 rt3
Waste concentration kg/m3 16.018 1b/ft3
Well flow rate m3/s 3.2774 E-7  ft3/d

1/min 3.7854 gal/min

1/s 15.850 gal/min
Well index m2/s 1.0753 E-6  ft2/d



APPENDIX C:

(By G. J. Saulnier and A. Haug)

TRANSMISSIVITIES OF THE CULEBRA DOLOMITE

Well Test Type Reported Value Source or Value used
(m</s] Reference for the model
[m</s]
H-1 Not Reported 8.6 x 1078 Seward (1982) 7.5 x 1078
Slug 7.5 x 1078 Mercer (1983)
H-2 Not Reported 5.4 x 1077 Seward (1982)
Slug 4.3 x 1077 Mercer (1983) 6.0 x 1077
Recire. Tracer 7.5 x 1077 Hydro Geo Chem
(unpub. estimate)
H-3 Not Reported 7.5 x 1077 Seward (1982)
Siug 2.0 x 1072 Mercer (1983) 4,0 x 10—6
Pumping 1.8 x 1076 - 3.2 X 1076 Beauheim (in prep.)
H-la Pumpi ng 9.7 x 1077 - 1.8 x 1076 Gonzalez (1983) 1.4 x 1076
H-Ub Not Reported 9.2 x 1077 Seward (1982)
Slug 9.7 x 1077 Mercer (1983) 1.0 x 10°®
Punping 3.2x 1077 -1.9 x 10°® Gonzalez (1983)
H-lic Pumping 4.3x 1077 - 1.8 x 1076 Gonzalez (1983) 1.1 x 1076
H-5a Pumping 1.2x 1077 - 2.1 x 1077 Gonzalez (1983) 1.8 x 1077
H-5b Slug 2.1 x 1077 Mercer (1983) 2.1 x 1077
Pumping 1.3x 1077 - 2.6 x 1077 Gonzalez (1983)
H-5¢ Pumping 4.3 x 1078 - 1.7 x 1077 Gonzalez (1983) 1.1 x 1077



Well Test Type Reporfed Value Source or Value used
[m</s] Ref erence for the model
[m=/s]
H-6a Pumping 7.2%x 1072 - 9.3 x 107° Gonzalez (1983) 7.8 x 1072
H-6b Pumping 7.8 x 1072 Mercer (1983) 8.1 x 1072
Pumpi ng 6.7 x 107 - 9.5 x 1072
H-6c Punping 7.5 x 1072 - 8.3 x 1072 Gonzalez (1983) 7.8 x 1072
H-Tb Pumpi ng 1.1 x 1073 Mercer (1983) 1.2 x 1073
H-T Pumping 1.2 x 1073 INTERA (wnpub.
estimate)
H-8 Punping 7.2 x 1070 INTERA (unpub. 7.2 x 1070
estimate)
H-9 Pumping 2.5 x 1074 Mercer (1983) 1.8 x 1074
Pumping 1.2 x 107% INTERA (unpub.
estimate)
H-10b  Slug 7.5 x 1078 Mercer (1983) 7.5 x 1078
H-11 Pumpi ng 8.7x 100 - 6.6 x 1075 INTERA (unpub. 1.1 x 1079
' estimate)
H-12 Pumping 4.5 x 1078 INTERA (unpub. 4.5 x 1078
estimate)
DOE-1 Pumping 2.7 x 1072 - 3.6 x 1079 Gonzalez and Hydro 3.6 x 1072
Geo Chem (unpub. data)
DOE-2  Pumping 3.9 x 1070% Beauheim (1986) 3.9 x 1072

¥ preliminary result of interpretation of a 1985 pumping test (available

during compilation of transmissivity data base).
test conducted in 1986 indicates a higher value (9.6 x 10

C-2

of a pumping

Evaluat%on
2
m</s).



Well Test Type Reporfed Value Source or Value used

[m</s] Reference for the model
[mz/s]
P-1l Pumping 1.5 x 1074 Mercer (1983) 2.5 x 1074
Slug 3.5 X 10‘” Hydro Geo Chem

(1983, unpub. data)

P-15 Not Reported 1.1 x 1077 Seward (1983) 8.9 x 1078
Slug 7.5 x 1078 Mercer (1983)
P-17 Slug 1.1 x 1070 Mercer (1983) 1.8 x 1070
1.4 x 1076 - 3.2 x 1076 Hydro Geo Chem

(1983, wunpub. data)

P-18 Slug 1.1 x 1079 Mercer (1983) 2.1 x 1079
Pulse 3.2 X 10’9 Hydro Geo Chem
(1983, wnpub. data)
WIPP-25 Pumping 2.9 x 1074 Mercer (1983) 2.9 x 1074
WIPP-26 Pumping 1.3 x 1073 Mercer (1983) 1.3 x 1073
WIPP-27 Pumping 7.0 x 1074 Mercer (1983) 7.0 x 1074
WIPP-28 Pumping 1.9 x 107> Mercer (1983) 1.9 x 107>
WIPP-29 Pumping 1.1 x 1073 Mercer (1983) 1.1 x 1073
WIPP-30 Slug 3.2 x 1077 Mercer (1983) 3.2 x 1077
Punping 2.2 x 1078 Gonzalez (1983)

C-3
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APPENDIX D: EQUIVALENT FRESHWATER ELEVATIONS

(By G. A. Freeze)

Freshwater heads are useful in identifying hydraulic gradients in aquifers
of variable density such as those existing at the WIPP site. Freshwater
head at a given point is defined as the height of a column of freshwater
that will balance the existing pressure at that point (Lusczynski,
1961). The freshwater column exerts a pressure, p, at that point
equivalent to:

where

Pe density of the freshwater;

be

freshwater head.

In this report, freshwater heads are indicative of heads above the center
of the Culebra dolomite and freshwater elevations are indicative of
elevations above mean sea level. Freshwater elevation and freshwater head
are related by:

Zf = hf' + ZC (D.Z)
where Zp = freshwater elevation above mean sea level;
he = freshwater head;
Z, = elevation of the center of the Culebra dolomite above mean
sea level.

Measured water-level data can be converted to equivalent freshwater head

from knowledge of the density of the borehole fluid. The fluid pressure
in a borehole above a given datum is:

p = pgh (D.3)



it

where p average density of the borehole fluid;

fluid column height above the datum.

Combining equations D.1 and D.3 yields:

he = o (D.4)
Pp
If the freshwater density is assumed to be 1.000 g/cm3, then the
equivalent freshwater head is equal to the fluid column height the average

borehole fluid density.

Water-level data have been collected at the WIPP site in two forms: depths
to water below top of casing measured by steel tape or electronic sounding
device, and pressure measured by downhole transducers. These data have
been collected since 1977 by the U.S. Geological Survey, Hydro Geo Chem
Inc. (HGC) and INTERA Technologies, Inc.

Depth-to-water data were converted to equivalent freshwater elevation as

follows:
_ - p
Zp = (dd)) b + 7, (D.5)
where d, = measured depth to water;
dc = depth to the center of the Culebra dolomite;
p = average density of the borehole fluid.

Detailed fluid-density logs are required for calculating the exact average
borehole-fluid density. Because such density logs were not available for
most of the wells at the WIPP site, estimated average density values were
used to calculate the freshwater elevations.

D-2



Transducer pressure data were converted to equivalent freshwater elevation
as follows:

- P - p
Zf‘ = &0 + (dt dc) 5 + Zc (D.6)
f f
where p = measured transducer pressure;

dt = depth to transducer;
p = average density of the borehole fluid.

Equivalent freshwater elevations were calculated for all water-level data
and the results are plotted in Figures D.1 through D.31. Plots of wells
in close proximity to the H-3 hydropad have been annotated. The
annotations indicate testing periods that may have influenced water levels
and should aid in the interpretation of the freshwater elevations.

REFERENCE

Lusczynksi, N.J., 1961. Head and flow of ground water of variable
density, Journal of Geophysical Research, Vol. 66, No. 12, p. 4247-
4256.
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Figure D.1

Date

Date

Dat:

Drown by

Checked by

Revisions

INTERN Technologies

I = INTERA & H6C Water-level data

U= U.S.6.S.

o = H-1/CUL (I)

LEGEND

Water-level data

= H-1/CUL (U)

X

T = INTERA & HGC Transducer data
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Figure D.2
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Date

Date

Drawn by

Checked by

Revisions

INTERN Technologies

I = INTERA & HGC Water-—level data

U= U.S.G.S.
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x
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o
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Water-level data

+

-
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T = INTERA & HGC Transducer data
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A
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APPENDIX E:  CONSISTENCY OF DENSITIES AND CHEMICAL COMPOSITIONS

OF WATER SAMPLES FROM THE CULEBRA DOLOMITE

(By A. J. Meijer, J. L. Lolcama, and F. J. Pearson)
To interpret ground-water hydraulic and geochemical data, water density
data are required. Densities of water standing in boreholes are needed
to convert measured water levels to formation pressures or to fresh-
water heads. Densities of formation waters are necessary to support
ground-water flow modeling and to calculate molal (mol/kg H,0)
concentrations of dissolved constituents from analyzed values. Water
analyses are usually reported as milligrams per liter (mg/l) solution,
while molal concentrations are required for geochemical equilibrium
calculations.

The densities of water samples from boreholes open to a given formation
will be the same as the densities of the formmation water only if the
samples are not contaminated. Contamination can result from the mixing
of formmation water with drilling fluids, with fluids used in borehole
construction, and with water from other formations. Knowledge of the
extent of such contamination, if any, is required to evaluate the
composition and density of formation fluids for geochemical purposes, to
estimate formmation pressures, and for flow-path validation to support

ground-water modeling.

Density and chemical analytical data on Culebra samples have been
evaluated for their internal consistency and for indications of how well
they may represent the density and chemistry of Culebra formation
waters., The evaluation procedures and conclusions are described in the
remainder of this appendix.
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E.1 Densities of Culebra Water Samples

Table E.1 is a summary of measured and calculated data for water samples
fram the Culebra.

The chemical analytical data are fram Mercer (1983, Table 2) and from
Robinson (SAND86-0917, in preparation). Additional density data on 1980
samples from the WIPP wells 25 to 30 are from Lambert and Robinson
(1984). The 1984 and 1985 samples were taken as part of the WIPP
Ecological Monitoring Program, and their pH values, conductivities, and
densities are as given in Figure 10.6 of Westinghouse Electric
Corporation (1985). Undated density data were taken from field notes
and data collected for Sandia National Laboratories by Hydro Geo Chem,
Inc.

Two values for total dissolved solids are given in Table E.1. The first
is the residue on evaporation of the sample as reported by the
analytical laboratory. The second is the sum of the analyzed
concentrations of individual dissolved species. Both measures of total
dissolved solids should be nearly the same in an internally consistent

analysis.

The charge balances given in Table E-1 were calculated using:

(I| meq Cations | -I | meq Anions |)

Balance (%) = 100 (ZI meq Cations l +X | meq Anions D

where meq is millequivalents per liter solution. Because solutions are
electrically neutral, the more closely the balance of an analysis
approaches zero, the more reliable the analysis. Analyses with balances
worse than 10% (5% for the most recently collected samples) should be

used with caution.
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The reliability of densities derived from specific gravity measurements
made on water samples from the Culebra Dolomite has been evaluated by
comparing them with densities calculated on the basis of the concen-
trations of dissolved constituents in the same waters as reported in
laboratory analyses.

The approach used here in calculating densities is based on a paper by
Kumar (1986) which in turn is based on the Pitzer theory of activity
coefficients in electrolyte solutions (Pitzer, 1979). Given the
appropriate constants and coefficients, the Pitzer formalism allows the

calculation of densities of solutions of single and mixed electrolytes.

As shown in the inset in Figure E.1, the densities of pure solutions of
various salts (Weast, 1983) at a given mass concentration are not equal.
The densities of chloride solutions show the following density order

KC1 < NaCl < MgC12< CaCl

sulfate solutions, the cation order is the same. However, because of

> for the same mass concentration. For pure

gypsum saturation, the maximum concentration of pure CasOy solutions is
limited to approximately 1350 mg/l. The CaS0O), curve shown in Figure E.1
has been extrapolated to higher concentrations by maintaining a constant
ratio to the MgSQy curve.

The density of mixed-electrolyte solutions can Dbe approximated by
canbining the densities of pure salt solutions in proportion to their
molal or molar concentrations to arrive at densities that are generally
within 1.0 percent of measured densities. To obtain better agreement,
the interactions among ions in solutions must be considered. The Pitzer
formalism can be used to model these interactions. Kumar (1986) has
shown that this approach allows densities to be calculated to within
0.04 percent for chloride brines.

Kunar (1986) has presented the constants and Pitzer coefficients for

brines camposed of NaCl, KCl, MgClp, and CaClp at 20 to 40 degrees
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centigrade and 1 bar. The constants and Pitzer coefficients for the
sulfate salts are not presently available.

The apparent densities of the chloride components of the formation
waters in the Culebra at the WIPP site were calculated using Kumar's
(1986) constants and coefficients and molalities of the chloride salts
reflecting the molal cation proportions in the waters with Na® added or
subtracted to achieve charge balance. These densities were "corrected"
for the sulfate components by a linear combination of densities of pure
sulfate solutions weighted by the appropriate cation molalities in the
same proportions as used for the chloride components. The results of
these calculations are plotted against total dissolved solids in Figure
E.1.

The densities plotted in Figure E.1 are for the temperature measured for
a given sample at the WIPP site at the time of sample collection. Most
of the points plot within 0.1 percent of the regression curve drawn in
Figure E.1. The slope of the hand-fitted curve decreases with
increasing total dissolved solids reflecting the changing proportions of
salts in the solutions. At low TDS values (< 20 g/l), the sulfate
component is dominant and generates a relatively steep slope starting
fran a Y-intercept of 0.9977 g/am3. From 20 up to approximately 160
g/1, the slope is nearly constant, presumably reflecting the dominance
of the NaCl component and the nearly constant slope of the NaCl curve
over this range (Figure E.1). Above 160 g/1 the slope further decreases
in parallel with the NaCl curve. The rather limited deviation of
individual points from a smooth curve reflects the fact that the
densities of pure potassium-salt solutions are less than pure sodium-
salt solutions, while the densities of the magnesiun and calcium
solutions are greater, thus tending to cancel or balance the effects of
the non-sodium salts. Some of the deviation (up to 0.12 percent) of
points from a smooth curve results from the range of temperature over

which the samples were collected.
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A comparison of calculated and measured densities is shown graphically
in Figure E.2. Again, the density values plotted are for temperatures
measured in the field. Overall, there is a good correlation between
calculated and measured densities. However, multiple samples from
various wells show substantial data scatter with the most recently
determined densities lying closest to the equiline. The scatter of the
data points from the equiline could reflect: (1) errors in the specific-
gravity measurements made in the field; (2) differences in the composi-
tions of the sample on which the specific-gravity measurement was made
and the sample which was chemically analyzed; (3) errors in the chemical
analysis; (4) errors in the temperature measurements; (5) uncertainties
in the densities of the chloride and sulfate components in mixed-
electrolyte solutions; and (6) calculation and/or transcription errors.

The 1985 and 1986 samples generally plot within 0.3 percent of the
equiline. As noted previously, up to 0.12 percent of this deviation
could be due to errors in the temperature measurement (+5°C). Errors in
the chemical analyses are clearly indicated by the charge imbalances
shown in Table E.1. 1In the density calculations, these imbalances were
attributed to errors in the analysis of Na®. However, errors in the
analyses of the other components (e.g., Cl™) could also explain the
charge imbalances. The effect of errors in chemical analyses is largest
in the most concentrated brines (WIPP-27 and WIPP-29). Up to 4.0 g/1 of
Na* had to be added to achieve charge balance in these samples.
According to the curve shown in Figure E.1, this error in chemical
analysis equates to an error in the density calculation of approximately
0.2 percent.

Uncertainties in the densities of the chloride and sulfate components in
mixed-electrolyte solutions are estimated to result in errors in the
density calculation of less than 0.25 percent. Kumar (1986) has shown
that the densities of chloride solutions can be calculated to within
0.04 percent. Uncertainties in the sulfate densities are limited by the
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sulfate concentrations in the solutions and pure-salt density data to
less than 0.2 percent.

Overall, the maximum error associated with factors 3 through 5 is in the
range of 0.5 to 0.6 percent. The remaining differences between measured
and calculated densities are presumed to be due to field-measurement

and/or sample-collection errors.

The preferred density values listed in Table E.1 were selected on the
following basis: (1) for wells with multiple samples, the most recent
density value rounded to the nearest 0.005 was selected; (2) for wells
with only one sample, the measured density rounded to the nearest 0.005
was selected if it fell within 0.3 percent of the equiline, otherwise
the calculated density rounded to the nearest 0.005 was selected.

E.2 Reliability of Samples as Representative of Culebra Formation

Water Chemistry

The preceding section examined how well the analytical data represent
the density of the waters sampled. This section describes further
examination of how well the water samples o©ollected and analyzed
represent the chemistry of water in the Culebra.

From knowledge of the mineralogy and petrology of an aquifer and the
principles of aqueous geochemistry, it is possible to predict certain
properties of water from that formation. The Culebra can be grossly
characterized as a gypsum-bearing dolomite with trace quantities of
halite (Core Laboratories, 1986). Formations of this type are not
uncanmon and a number of studies have been made on the geochemistry of
the waters they contain. Aquifers studied include:
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e The Floridan aquifer, described by Hanshaw et al. (1965) and by
Rightmire et al. (1974).

e The Edwards aquifer of central Texas, described by Pearson and
Rettman (1976).

e The Muschelkalk aquifer of northern Switzerland, described by
Schmassmann et al. (1984) and by Pearson (1985).

e The Gipskeuper of northern Switzerland, described by Pearson and
Lolcama (in preparation).

From these studies it appears that waters in aquifers of this type are
characterized by :

e Saturation with respect to calcite, even if the residence time of

the water being sampled is as short as a few years;

e Saturation with respect to dolomite, if the residence time of the
water sampled is several hundred years or more;

e Saturation with respect to gypsum. In formations in which there
has been limited freshwater circulation, allowing plentiful gypsum
to remain, gypsum saturation can occur in waters with residence
times of only a few tens of years. Thus, in the Edwards aquifer
(Pearson and Rettman, 1976) and in the Gipskeuper of northern
Switzerland (Pearson and Lolcama, in preparation), waters saturated
with calcite and gypsum but undersaturated with dolomite have been
found. Same of these waters contain tritium and cannot have
residence times of more than a few tens of years.

Near the outcrop, however, ground-water circulation is commonly
extensive enough to dissolve much of the readily-available gypsum.
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Remaining gypsum is shielded from actively-circulating ground water
by other minerals. While this gypsum may continue to dissolve, it
does so only slowly, at a rate determined by diffusion through
micro-cracks in the shielding minerals, for example. Water in such
an aquifer must have a considerable residence time before it
reaches gypsum saturation. This gives rise to the calcite- and
dolomite-saturated but gypsum-undersaturated waters typical of the

near-outcrop Edwards aquifer and in most of the Floridan aquifer.

e Saturation with respect to celestite, common in waters saturated
with gypsum. Strontiun analyses are not as frequently made on
water samples as are calcium analyses. Where they are available,
as in the studies of the Muschelkalk and Edwards aquifers mentioned
above, they show that gypsum and celestite are generally both at

saturation.

e General undersaturation with respect to halite. This probably
occurs because halite is so very soluble and dissolves so rapidly
that even a limited amount of ground-water circulation would remove
readily-accessible halite fram a fommation. Thus, higher chloride
concentrations in waters from such formations tend to be present in
waters taken at points distant from outcrops and recharge areas or
in areas which for other reasons have 1limited ground-water

circulation rates.

Calculations have been carried out to assess the state of saturation of
water samples from the Culebra with respect to calcite, dolomite,
gypsum, and celestite. The calculations were carried out with the
geochemical computer program PHREEQE (Parkhurst et al., 1980; INTERA
Environmental Consultants, 1983).

The PHREEQE code wuses the ion-pair model of solution behavior to
calculate the distribution of dissolved species from the chemical
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analysis of a solution. It calculates dissolved-ion activity products
and compares them with equilibrium constants for selected minerals to
calculate saturation indices. To use PHREEQE or any other geochemical
code satisfactorily requires that it be supported by an internally
consistent thermodynamic data base appropriate for the solution species
and minerals being considered. The data base used for these calcula-
tions was prepared especially for work in the Culebra and is described
in Pearson et al. (in preparation). The WATEQ Debye-Huckel equation was
used to calculate activity coefficients of the major ions (Truesdell and
Jones 1974; Nordstrom and Munoz, 1985, Section 7.6). This semi-
empirical equation reproduces mean-salt activity coefficients to within
0.01 log activity units in solutions to ionic strengths of at least 3
molal.

In the Culebra samples discussed here, a sun-of-dissolved-solids content
of about 100 g/1 corresponds to an ionic strength of 3 molal.

Ramey (1985) calculated saturation indices of the minerals halite,
anhydrite, gypsum, calcite, and dolomite for the same pre-1984 analyses
used for this report. To make these calculations, Ramey used a computer
program in the WATEQ series, which embodied the same ion-pair model of
solution behavior as does PHREEQE. In addition, although Ramey states
(p. 26) that he used the Davies equation for activity coefficients, the
equation given in his report is the same WATEQ Debye-Huckel equation as
was used for the calculations reported here. Thus, if the thermodynamic
data used by Ramey were the same as those adopted here, his results
should agree closely with those of this report shown in Table E.1.
A comparison of these is discussed below.

Calcite saturation indices calculated by Ramey (1985) are shown in his
Figure 14. The average difference between Ramey's values and those
given in Table E.1 is 0.06 units. This difference is not significant
and could well be a result of slight differences between the two
geochemical computer programs. The calcite saturation indices for

sample P-15 were not used in this comparison. Ramey used a pH of 10.2

E-9
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for his calculations on that sample. Mercer (1983) does not report a pH
for sample P-15, and in making the calculations leading to Table E.1 a
pH of 7.0 was assumed. Thus the two calculated saturation indices are
not comparable.

Gypsum-saturation indices calculated by Ramey (1985) are shown in his
Figure 13. The average difference between Ramey's values and those
given in Table E.1 is 0.2U4 units. This difference is too large to be
attributed only to slight differences between the camputer programs used
and may well reflect differences between the thermodynamic data bases
used by Ramey and in preparing this report. If the solubility product
for gypsun used by Ramey were 0.24 log units more negative than that
used for this report, it would account for the difference between the
two sets of gypsum-saturation indices. The specific thermodynamic data
set used by Ramey is not readily available, but in preparing the data
base used here, it was noted that the solubility product used in some
versions of WATEQ was 0.27 log units more negative than the value
selected. The difference between 0.27 and 0.24 could well be a result

of slight differences between the camputer programs used.

In summary, it appears that had Ramey's (1985) calculations been made
with the same thermodynamic data as used for this report, his results
would not have differed significantly fram those given here.

Saturation indices of calcite, gypsum, and celestite are 1listed in
Table E.1, and their distributions are shown as histograms 1in
Figure E.3. Two groups of analyses are distinguished in the figure.
Group 1 comprises those samples which were collected in 1985 and 1986 as
part of the envirommental assessment program. These samples were
collected and analyzed with particular care to avoid contamination.
The other samples coamprise Group 2 and were collected at various times
between 1975 and 1984 (Mercer, 1983, Table 2; Robinson, personal
cammunication). Strontiun analyses are available for the 1981-1986
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samples but not for those collected earlier. Thus, celestite saturation
indices are shown only for the more recent samples.

The saturation indices for celestite and gypsum cluster tightly around
zero, suggesting these waters were indeed in equilibrium with celestite
and gypsum in the Culebra. There is little difference in the spread of
celestite saturation indices for the 2 groups of samples. This likely
reflects the basic precision of the strontium analyses. 1In the case of
gypsum, saturation indices for the Group 1 samples cluster more tightly
around zero than the Group 2 samples. Although the calcite indices
cluster around the zero point, the spread is considerably greater than
those for celestite and gypsum, even among the more recent samples.
This phenonemon is commonly observed and results from the difficulty in
collecting ground-water samples without some loss of dissolved CO»,.
This loss can occur both when water is extracted from the formation, and
while it is collected and analyzed at the surface. CO, loss makes the
measured pH of the sample higher than the actual pH of the water in the
formation. The high pH values are reflected as positive calcite
saturation indices. This effect may be the cause of the apparent
oversaturation of a number of these samples.

Sampling difficulties generally do not result in undersaturation with
respect to calcite, so the samples in Table E.1 and Figure E.3 which
have strongly negative calcite saturation indices must be examined.
Possible reasons why a given sample may have a saturation index other
than zero include the following: (1) errors in the chemical analysis or
sampling procedure; (2) contamination by fluids wused 1in well
construction; (3) errors in the calculation of the saturation index
including the procedure for calculating activites for ions in solution;
and (4) a lack of equilibrium between the formation water and the
mineral in question.
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Samples 14 (H-4b, 14-Dec-78) and 21 (H-5b, 19-Dec-78) are strongly to
moderately undersaturated with gypsum and calcite. These wells were
resampled in 1981 and 1985 and the resulting analyses are shown in
Figure E.3 as sample numbers 15 and 16, and 22 and 23, respectively.
The 1981 and 1985 samples are all saturated with calcite and gypsum
although the 1981 sample is significantly oversaturated with calcite,
presumably as a result of CO, loss during sampling. Comparision of the
1978, 1981, and 1985 analytical results shows that while there is good
agreement among most constituents, the calcium concentrations reported
in 1978 are very much lower than the 1981 and 1985 values. The negative
saturation indices for 1978 samples are therefore probably the result of
analytical errors. They do not indicate either that the aquifer is
undersaturated with gypsum and calcite or that the sample is not

representative of the formation fluid at this location.

A similar situation exists for samples 25, 26, and 27 from well H-6b.
Sample 25, collected on December 20, 1978, is undersaturated with
respect to gypsum and somewhat oversaturated with respect to calcite.
Samples 26 and 27, collected in 1981 and 1985, are very close to
saturation with respect to both calcite and gypsum. The reported
calcium concentration in sample 25 is about 50 percent of the concen-
tration reported for samples 26 and 27, while the concentrations of the
other components are camparable. This suggests the calcium analysis for

sample 25 is in error.

Samples 56, 57, and 58 from the WIPP-29 well are undersaturated with
respect to both calcite and gypsunm. Although this could be due to
analytical or calculational errors, Lambert (1978) has argued on the
basis of isotopic data that waters from this well may be locally derived
and not representative of Culebra formation waters. They will,
therefore, not be discussed further.
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Samples 59 and 60 are from the WIPP-30 well. Sample 59 is under-
saturated with gypsum and calcite, while sample 60 is saturated with
gypsun and strongly oversaturated with calcite. These samples are very
different fram each other in total dissolved solids contents and

chemical composition.

The sampling of WIPP-30 is described by Lambert and Robinson {1984,
p. 30 and Fig. 4.3). Before sampling the Culebra, a more saline sample
from the Rustler/Salado contact was collected in mid-July. During the
following punping test of the Culebra in mid-August, it was noticed that
the salinity of the fluid produced was increasing with time. A packer
separating the Culebra fram the Rustler/Salado Contact zone was removed
and found to be leaking because of a missing shear plug. When the
packer was replaced and the pumping resumed, a decrease in conductivity
in the sample fluid was noted corresponding to the removal of the more
saline Rustler/Salado water which had invaded the Culebra. The less
saline and lower density water of sample 60 is probably more represen-
tative of Culebra fommation water than is that from sample 59 which
probably represents a mixture of Culebra and deeper, more saline water
fraon the Rustler/Salado contact. The oversaturation of sample 60 with

calcite presumably reflects loss of CO, during sampling.

The same type of sampling procedure was used on the other WIPP wells
(25 to 30) listed in Table E.1. First, a sample was collected from the
highly saline Rustler/Salado contact zone. Then a packer was emplaced
so as to isolate the Culebra. A sample was collected and a pumping test
carried out. During the pumping test, conductivity and other chemical
parameters were monitored (Lambert and Robinson, 1984), During the
punping of WIPP-25, WIPP-28, and WIPP-29, decreases in the density,
conductivity, and/or bicarbonate content of the discharge were noted.
In these wells, the initial samples collected for analyses (46 and
possibly 47 from WIPP-25; 54 from WIPP-28; and 56 from WIPP-29) may well
have included some component of the more saline Rustler/Salado waters.
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During pumping of WIPP-26 and WIPP-27, there was little change in the
chemistry of the discharge and thus the samples from these wells do not
contain as obvious a component of Rustler/Salado water.

Sample 40, taken fram well P-14 in March 14, 1977, is undersaturated
with calcite and nearly saturated with gypsum. Sample 41, taken from
the same well on February 26, 1986, is saturated with both calcite and
gypsum. The main difference in the chemistry of the two samples is a
much higher NaCl content of sample U40. Because P-14 was cased and
sequentially perforated in first, the Rustler/Salado Contact, and,
second, the Culebra, these differences may reflect a sampling problem
similar to that observed for the WIPP wells previously discussed.
Alternatively, it may reflect contamination resulting from drilling or
well-construction fluids.

Additional samples which are significantly undersaturated with respect
to calcite and/or gypsum include samples 13, 35, 36, 37, 42, 45, and 52.
The results of calculations presented by Siegel (1986) suggest that the
use of the Pitzer approach to calculation of activity coefficients in
brines may resolve the problems with samples 13, 36, 52, and possibly
45, This explanation does not apply to the apparent undersaturation of
samples 35, 37, and 42 from wells H-11b3, DOE-1, and P-15. Because only
one analysis is available for each of these wells, pinpointing the
problem with each of these analyses will be difficult.

E.3 Summary and Conclusions

Densities were calculated for water samples from wells at the WIPP site
and the surrounding area based on the chemical campositions of these
samples. Calculated densities compare favorably with measured densities
for the samples most recently (1984-85) obtained as part of the
Envirommental Monitoring Program. Samples taken prior to 1984 show
greater variations between calculated and measured densities. Those
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samples showing variations greater than 0.5 percent are listed in
Table E.2. Most of the pre-1984 samples listed in Table E.2 are from
wells that were sampled more recently with better results. Those wells
for which adequate density data are not available are listed in
Table E. 3. For these wells, the calculated densities rounded to the
nearest 0.005 are the recammended values.

The extent to which the water samples represent Culebra formation waters
has been evaluated by calculating the degree to which the waters are
saturated with mineral phases known to be present in the Culebra. The
corresponding saturation indices should be close to zero if the waters
have equilibrated with the minerals in the formation. Most of the
samples are close to saturation (+0.1) with celestite (SrSOu), gypsum
(CaSOu.ZHzo), and calcite (CaCO3). Of those samples undersaturated with
calcite and/or gypsum, most are older samples fram wells for which more
recent samples show saturation or oversaturation in these mineral

phases. This suggests the older samples did not represent Culebra
waters. Samples undersaturated with calcite and/or gypsum from wells
with only a single sample are listed in Table E.3. These samples

probably do not adequately represent Culebra waters. Resampling of
these wells may resolve the discrepancies. The WIPP-29 well is also
listed in Table E.3 because both the chemical and density data for this
well are suspect. As Lambert (1985) has pointed out, water fram this
well likely represents local infiltration and does not represent Culebra
water.
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Well
Number

H-2a

H-2bl
H-2b2
H-3bl

H-7b
H-8b
H-9b
H-10b

H-11b3
H-12

Date
Sampled

21-Apr-86
22-Feb-77

75/76
17-Mar-77

l11-Jun-84

4-Feb-85
1l4-Dec-78
29-May-81
25-Jul-85
10-Aug-84

19-Dec-78

1-Jun-81
27-Aug-85
15-0ct-81
20-Dec-78

2-May-81
15-Sep-85
20-Mar-80
26-Mar-86
11-Feb-80
22-Jan-86

5-Feb-80
14-Nov-85
21-Mar-80
23-May-85

9-Aug-85

(21.5)
(21.5)

(22.5)
25.0
(22.5)
23.0
21.5
(22.5)
(22.5)
(22.5)
(22.5)
(22.5)
24.0
22.5
25.0
(22.5)
23.0
23.5
(22.5)
21.5
(22.5)
22.0
(22.5)
22.0
(22.5)
22.5
24.0

1.0066
1.0099

1.0219
1.0318
1.0378

1.0217
1.0076
1.0129

1.0097
1.0097
1.0097
1.1035
1.0971
1.1015
1.1000
1.0376
1.0375
1.0394
0.9987
0.9989
0.9977
0.9998
0.9997
0.9998
1.0426
1.0885
1.0930

Density (kg/1l)--

Calcul-
ated

1.0085
1.0058

1.0396

1.0381
1.0386
1.0116
1.0151
1.0140
1.0145

1.0963
1.1077
1.1040
1.1077
1.0351
1.0410
1.0394
1.0015
1.0005
1.0007
1.0001
1.0049
1.0006
1.0465
1.0819
1.0960

Use

1.040
1.040
1.015
1.015
1.015
1.015

1.100
1.100
1.100
1.100
1.040
1.040
1.040
1.000
1.000
1.000
1.000
1.000
1.000
1.045
1.085
1.095

Charge
Balance

%)

-6.12
-2.65
1.80
-4.10
-2.56
1.37

2.91
-4.23
1.10
-4.,29
7.17
0.10
=1.22

-0.56
~-4.35
-0.35
3.36
0.83
2.58
3.12
-2.34

Tot Diss Solids Chlor-
Residue

(g/1)

60
62

18.1

144

Sul- Ratio

Sum ide fate mol Na/ ---Saturation Indices---
(g/1) (g9/1) (g/1l) mol K Calcite Gypsum Celestite
30.12 12 7.4 84.1 0.28 0.11

12.98 5.31 2.98 64.9 0.50 -0.03 =-0.20

8.93 2.8 3 39.3 0.90 0.01

33 5.2 51.3

57.27 29.6 5.7 0.39 0.11

55.16 29.5 5.13 59.8 -0.05 0.09 -0.04
56.04 30.3 4.82 72.0 -0.10 0.04 0.08
18.23 7.5 4 54.8 -0.55 -=0.62

21.86 7.98 6.23 49.2 0.40 0.07 0.10
20.28 7.4 5.52 47 .4 0.06 0.03 0.07
21.50 7.95 5.7 47.1 0.45 0.03 0.16
143.70 86 0.81 64.4 -1.23 -1.58
154.61 89.5 7.36 68.9 0.55 0.02 0.00
152.76 85.3 7.84 68.2 -0.08 0.04 -0.02
154.87 89.5 7.57 68.9 0.60 0.03 0.01
52.59 28 3.8 6l.2 0.17 -0.14

59.44 33 3.98 70.3 0.06 0.09 -0.02
57.45 32.3 3.57 8l.2 -0.07 0.04 -0.07

3.29 0.35 1.9 255.8 -0.05 -0.03

3.22 0.32 1.85 50.3 0.13 -0.03 -0.15

2.95 0.057 2 29.7 0.02 -=0.02

2.83 0.03 1.95 24.5 0.38 -0.03 -0.20

3.49 0.32 2 2.6 0.18 -0.03

3.07 0.193 1.9 36.2 0.29 -=0.02 -0.19
65.82 36 5.6 68.7 0.61 0.09
118.12 65.9 7.18 73.1 -0.16 0.06 -0.06
140.77 79 7.21 65.9 -0.21 0.04 -0.01
Drawn by Date
Checked by Date Chemical and Physical Data
Revisions Date on Culebra Formation-Water Samples
INTERN Technologies Table E.la
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Date
Sampled

Density (kg/1l)--

Calcul-
ated

Use

Charge
Balance

(%)

Tot Diss
Residue

Smpl Well
No. Number
37 DOE-1

38

39 DOE-2
40 P-14
41

42 P-~15
43 P-17
44

45 P-18
46 WIPP-25
47

48

49 WIPP-26
50

51

52 WIPP-27
53

54 WIPP~28
55

56 WIPP-29
57

58

59 WIPP-30
60

61 Engle W.

12-Apr-85

12-Mar-85
l4-Mar-77
26-Feb~-86
10-May-77
10-May-77
17-Mar-~86
l0-May~-77
14-Aug-80
20-Aug-80
12-Feb-86
18-Aug-80
24-Aug-80
25-Nov-85
22-Aug-80

5-Sep-80
21-Aug-80
11-Sep-80
20-Aug-80
28-Aug-80
14-Dec-85
13-Aug-80

6-Sep-80

4-Mar-85

21.5
(22.5)
22.5
21.5
22.0
21.5
24.5
(22.5)
23.0
21.5
(22.5)
22.0
22.0
(22.5)
(22.5)
(22.5)
22.5
(22.5)
20.0
23.0
(22.5)
21.0
22.0

1.0895
1.0815
1.0396
1.0159
1.0167
1.0778
1.0796
1.0626

1.0117
1.0076
1.0079
1.0107
1.0028
1.0098
1.0915
1.0876
1.0416
1.0277
1.1753
1.1580
1.2131
1.0696
1.0184

1.0889
1.0107
1.0072
1.0086
1.0102
1.0094
1.0115
1.0906
1.0963
1.0366
1.0321
1.1676
1.1691
1.2176
1.0771
1.0204
1.0009

24
97

420

22.1

23.8

186

74

239

110

Solids Chlor- Sul- Ratio

Sum ide fate mol Na/ ---Saturation Indices---
(g/1) (g/1) (g/1l) mol K Calcite Gypsum Celestite
131.51 73.6 7.35 70.8 -0.36 0.06 -0.05
60.59 34.6 3.95 76.3 -0.04 0.05 0.05
33.67 20 1.4 21.5 -0.14 -0.07

25.02 14.5 1.59 195.7 0.19 0.07 -0.05
23.72 11 3.2 6.9 -0.17 -0.12

92.47 54 5 425.2 0.24 -0.03

86.76 48.2 6.02 61.5 0.13 0.05 0.02
118.70 80 0.98 2.5 0.74 -0.46

17.23 8.3 2.4 9637.2 0.83 -0.11

12.19 5.2 2.49 73.4 -0.22 -0.03 -0.18
13.55 6.32 2.38 53.6 0.27 0.02 -0.10
15,75 8.2 2.3 3061.2 0.10 -0.01

15.17 7.2 2.48 36.2 -0.04 0.04 -0.10

17.6 8.77 2.42 20.9 0.17 0.03 -0.09

125.83 77 3.9 92.9 -0.10 0.05

134.81 78.5 3.83 8.3 -0.09 0.05 -0.04
56.34 30 3.2 8928.6 0.19 -0.23

46.99 24.7 4.38 53.9 0.21 -0.04 -0.20
239.05 140 13 895.7 -0.90 -0.17

245.57 138 14 7.8 -0.85 =0.03 0.17
324.15 179 20.03 6.9 -1l.61 -0.28 -0.07
109.32 64 5.05 70.9 ~0.41 -0.22

29.25 14.6 4.12 58.3 1.30 0.06 -0.02

3.26 0.23 1.99 60.7 0.38 -0.02 -0.15
Drawn by Date
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Smpl Well Date Suspect Cause for
No. Number Sampled Data Suspiclion
1 H-1 2-Jun-76 Density Difference between measured and
calculated density 0.8 percent.
8 H-3bl 17-Nov-77 Density Difference between measured and
calculated density 1.7 percent.
14 H-Ub 14-Dec~78 Density Difference between measured and
Chemistry calculated density 1.0 percent.
Negative gypsum (-0.62) and
calcite (-0.55) saturation
indices.
15 H-4b 29-May-81 Density Difference between measured and
calculated density 0.7 percent.
21 H-5b 19-Dec~78 Density Difference between measured and
Chemistry calculated density 0.7 percent,
Negative gypsum (-1.58) and calcite
(-1.23) saturation indices.
22 H-5b 1-Jun-81 Density Difference between measured and
calculated density 1.0 percent.
25 H-6b 20-Dec-78 Chemistry Negative gypsum saturation index
(_O.lu) .
35 H-11b3 23-May-85 Density Difference between measured and
Chemistry calculated density 0.6 percent.
Negative calcite saturation index
(—0.16) o
37 DOE-1 12-Apr-85 Chemistry Negative calcite saturation index
(—0 .36) L]
40 P-14 14-Mar-77 Density Difference between measured and
Chemistry calculated density 0.75 percent.
Negative calcite (-0.14) saturation
index.
Drawn by Date
Checked by Date
Revisions Date Summary of Samples With Suspect Density and/or
Chemical Data
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Smpl Well Date Suspect Cause for
No. Number Sampled Data Suspicion
42 P-15 10-May-77 Density Difference between measured and
Chemistry calculated density 6.3 percent.
Negative calcite (-0.17) and gypsum
(-0.12) saturation indices.
43 P-17 10-May-77 Density Difference between measured and
calculated density 1.3 percent.
45 P-138 10-May-77 Chemistry Negative gypsum saturation index
Density (-0.46). No measured density
value.
46 WIPP-25 14-Aug-80 Chemistry Negative gypsum saturation index
(-0.11).
50 WIPP-26 24-Aug-80 Density Difference between measured and
calculated density 0.7 percent.
52 WIPP-27 22-Aug~80 Chemistry Charge balance -14.19 percent.
54 WIPP-28 21-Aug~80 Chemistry Negative gypsum saturation index
Density (-0.23). Difference between
measured and calculated density 0.5
percent. Charge balance -10.36
percent.
56 WIPP-29 20-Aug-80 Chemistry Negative calcite (-0.90) and gypsum
Density (-0.17) saturation indices.
Difference between measured and
calculated density 0.66 percent.
57 WIPP-29 28-Aug-80 Chemlstry Negative calcite (-0.85) saturation
Density index. Difference between measured
and calculated density 1.0 percent.
58 WIPP-29 14-Dec-85 Chemistry Negative calcite (-1.61) and gypsum
(-0.28) saturation indices.
59 WIPP-30 13~Aug-80 Chemistry Negative calcite (-0.41) and gypsum
Density (-022) saturation indices.
Difference between measured and
calculated density 0.7 percent.
Orawn by Date
Checked by Date
— Summary of Samples With Suspect Density and/or
Revisions Date Chemlcal Data
INTERN Technologies Table E.2b
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Well Reason(s) For Concluding That Sample Data

Number Do Not Represent Culebra Water Propertles

H-11b3 Difference between measured and calculated density 0.6 percent.
Slightly negative calcite saturation index (-0.16). This well is
only marginally inconsistent in water properties.

DOE-1 Negative calcite saturation index (-0.36).

P-15 Difference between measured and calculated density 6.3 percent.
Negative calcite (-0.17) and gypsum (-0.12) saturation indices.

P-18 Negative gypsum saturation index (-0.46). No measured density
value avallable.

WIPP-29 All samples from this well have negative gypsum and calcite
saturation indices. Differences between measured and calculated
densities for the two 1980 samples are 0.66 and 1.0 percent.

Drawn by Date

Checked by o ummary of Wells For Which No Reliable Data

— re Avallable on the Properties of Culebra

Revisions Date ormation Water
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APPENDIX F. REVIEW AND CHRONOLOGY OF KNOWN INFORMATION ON GROUND-WATER
LEAKAGE INTO THE SHAFTS AT THE WIPP SITE. (By G. J. Saulnier)

Three deep shafts have been constructed at the WIPP site. The shafts were
built as part of the development of the site as a repository for storage
of defense transuranic wastes and are designed: 1) to handle waste for the
repository - the waste-handling shaft; 2) to facilitate removal of
excavated salt during construction of the repository - the construction
and salt-handling shaft; and 3) to allow proper ventilation of the
underground opening - the exnhaust shaft. The relative positions and
distances between the shafts are illustrated in Figure F.1. All of the
shafts penetrated the entire Rustler Formation. Obvious ground-water
leakage into the shafts was reported only from the Culebra. The following
is a chronology of events for each shaft, highlighting information
concerning the leakage or drainage of formation water from the Culebra
into the three shafts.

Figure F.2 illustrates the construction and sealing history for all three
shafts with a schematic representation of pressure response in the Magenta
and Culebra as recorded by the piezometers installed in both the waste-
handling and the construction and salt-handling shafts.

Waste-Handling Shaft

The waste-handling shaft was originally a Dbored, six-foot diameter
ventilation shaft to the repository level, campleted from December 1981
to February 1982. The ventilation shaft remained open to the Culebra
allowing ground-water drainage fram this wunit prior to the shaft's
excavation as the waste-handling shaft, with a nineteen-foot finished
inside diameter, between November 1983 and August 1984. The additional
excavation fully penetrated the Rustler Fomation in February 1984. The



shaft was mapped by geologists before the shaft liner was emplaced and the
following paragraph from the Quarterly Geotechnical Data Report (U.S.
Department of Energy, September 1985) summarizes the observations
concerning water inflow:

Of the three formations observed during geological
mapping activities in the waste shaft, only the
Rustler formation contained obvious fluid-bearing
zones, the Magenta and the Culebra dolomite
members. The Magenta exhibited few weeps and, in
general, produced very little water. However, the
entire Culebra section was wet, but no obvious
local concentrations of water inflow were
Observed. Wherever a ledge was formed, a steady
dripping of water was observed. The Rustler/Salado
contact, often considered a fluid-producing zone,
did not produce any observable fluid.

Geotechnical instruments, including pressure transducers to measure
formation fluid pressure, were installed in the shaft in August and
September of 1984 (Figure F.3). The pressure transducers are called
piezometers by the on-site contractor and this term is used throughout the
geotechnical 1literature concerning the WIPP site. For the sake of
consistency, the term piezometer will also be used in this discussion when
referring to these pressure transducers. A plot of the measurements from
these piezometers is included as Figure F.l4, The pressure data were
collected weekly at ground surface by the Management and Operations
Contractor using a datalogger. Data collection for the waste-handling
shaft was discontinued in August 1986 due to construction activities in
the shaft. The schedule for re-establishing measurements has not been

finalized.
The following paragraph describes the sealing of the Rustler Formation as
reported in the Quarterly Geotechnical Field Data Report (U. S. Department

of Energy, September 1985):

Placement of the primary concrete 1lining of the
shaft began November 30, 1983, and was completed on
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April 3, 1984, to a depth of 900 ft. Both the
water-bearing Magenta and Culebra dolomite members
were covered with steel liner plate prior to the
placement of the primary concrete 1lining. The
required over-excavated annulus behind the steel
liner plate at both water-bearing zones was
backfilled with thick grout (second stage lining)
after the primary concrete lining had cured. At
the Magenta, the annular void was backfilled on
March 8 through March 10, 1984, Second stage
lining at the Culebra was completed on April 3
through April 5, 1984. After completion of the
sump excavation, grouting was done to seal minor
water leaks and seeps in the waste shaft lining.
The shaft 1lining grouting program was conducted
from August 11 through August 25, 1984, Prior to
grouting, seepage was estimated at 0.5 gallons per
minute. The seepage after grouting, measured in
October 1984 from the 2-in. drain pipe connected to
the three water rings, was about 0.015 gallons per
minute.

The "water rings" described in the Quarterly Report are concave-upward
steel rings on the bottom of indentations in the concrete-shaft wall.
Leaking ground water can reach these rings by moving through cracks in the
concrete wall, and flowing down the face of the shaft to the rings. The
water collected by the rings is directed to a plastic pipe for drainage to
the shaft sump area. The quantity of flow to the rings could be decreased
by evaporation at the concrete face or by water deflected by shaft
furnishings (e.g., cable support brackets, instrument boxes, etc.).

Few measurements of the amount of seepage collected by the water rings
were made before 1986. In September 1985, at a time when the water-
collection system inside the shaft was damaged, and all drainage went
directly to the sump, the change in water level in the shaft sump was used
to estimate shaft leakage. A general estimate of 0.13 gpm has been
determined and reported by Mr. J. Gallerani of Bechtel National, Inc.
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In January 1986, the water-collection system was repaired and all shaft
drainage was directed through the plastic pipe to a 250-gallon tank.
Mr. R. McKinney of IT Corporation has reported a general estimate of
0.6 gpm for the flow, but this figure is not documented in measurement
records. Mr. McKinney has stated that the 250-gallon tank was emptied
once per 8-hour shift, and 0.6 gpm would fill the tank in about seven
hours. However, it appears that this figure is only an estimate and that
the volume and time used were not exactly measured and recorded.

Mr. J. Gallerani of Bechtel National Inc. began weekly measurements of
flow from the drainage system in January 1986 to establish a documented
record of shaft drainage. Mr. Gallerani uses a five-gallon bucket and a
stopwatch to determine the flow rates. Table F.1 lists these measurements
from January through June 1986 when the plastic pipe was damaged again by
construction activities. The pipe was repaired in September and two

measurements were made in October 1986 by Mr. Gallerani.

An additional amount of water (small and difficult to measure) bypasses
the collection rings and drips down the shaft face. The Mining Operations
Section also reports a flow estimate to Mr. R. McKinney of IT Corporation.
This estimate is usually about 0.1 gpm higher than Mr. Gallerani's value
but the method of estimation is not well documented. (Mr. Gallerani has
stated that the Mining Operations Manager times the filling of a
one-gallon container that may not be calibrated.) Additional grouting of
the waste-handling-shaft lining to try to stop leakage into the shaft is
scheduled to begin in April 1987.

Construction and Salt-Handling Shaft

The history of the construction and salt-handling shaft is summarized as
follows in the Quarterly Geotechnical Data Report (U.S. Department of
Energy, September 1985):
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The first construction activity undertaken during
SPDV [Site and Preliminary Design Validation] was
the excavation of the exploratory shaft, now
designated the construction and salt handling shaft
(C & SH Shaft). The shaft was drilled during a
four-month period from July 4 to October 23,
1981. Geologic mapping was conducted during March
through May 1982 ("Results of Site Validation
Experiments", ref. 1-6). The shaft was outfitted
with geomechanical instrumentation in April and
July 1982. This included extensometers, piezometers
[Figure F.2], convergence points, strain gauges and
pressure cells. All instruments were read locally
until October 30, 1982, when the connection was
established to the datalogger located above ground.

Mr. J. Gallerani of Bechtel National Inc. has reported the existence of
seepage from one of the indicator drains in the shaft key (the support
buttress at the base of the upper concrete liner built through the Rustler
Formation) and the observation of minor leakage at several of the
piezometer connections. A water-collection ring, similar to the one in
the waste-handling shaft, is built at the bottom of the construction and
salt-handling-shaft key but it is not served by a plastic-pipe drainage
system.

The piezometers that were placed in the Culebra in the construction and
salt-handling shaft have not operated at 100% effectiveness. Since mid-
1985, the surface datalogger has had no access to these instruments and
they must be read individually at the Local Termination Cabinet #1 at the
repository level. Work schedules involving use of the shaft allow the
Management and Operations Contractor access to read these gages once every
three months. Figure F.5 is a plot of the data received to date for these
piezometers.
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Exhaust Shaft

The exhaust shaft was built in two stages. 1Initially, a 7-7/8-inch pilot
hole was drilled in October and November 1983 from ground surface to a
drift at the facility level in the Salado Formation. Then the pilot hole
was drilled out to an 11-inch diameter in December 1983. During this
period, Mr. Gallerani made two measurements of leakage from the pilot
holes to the drift by catching the drain water in a plastic barrel beneath
the pilot hole. On November 30, 1983, he made four measurements with a
calibrated container and stopwatch and calculated an average flow rate of
0.41 gpm from the T7-7/8-inch borehole. On December 21, 1983, he
calculated an average flow rate of 0.47 gpm from the 11-inch borehole.
Both flow measurements were affected by a warm-air updraft from the drift
which the borehole penetrated. The exhaust shaft was then raise-bored to
a six-foot diameter from December 1983 to February 1984, and subsequently
enlarged to fifteen feet with a final fourteen-foot finished inside dia-
meter through the Rustler Formation from September 1984 to February 1985.

The construction of the primary concrete lining to the Salado Formation,
with only steel plate covering the Magenta and Culebra, took place from
July to November 1984. Backfilling behind the liner plate at the Culebra
and Magenta horizons was performed in a similar fashion as that described
for the waste-handling shaft. The Culebra and Magenta were grouted during
the periods December 2 to 4, and December 4 to 5, 1984, respectively.
J. Gallerani and J. Owens (Betchel National and Dravo, Inc., respectively,
personal communication, July 1986) report that the grouting procedure did
not completely seal the Culebra and Magenta at this time, and that the
grouting was intended to minimize and control leakage. Construction and
installation of the water-collection rings and other shaft furnishings was
accomplished from December 1984 through February 1985. Water was observed
seeping through the concrete lining and a flow rate of 0.35 gpm was
measured at the Dbottom of the exhaust shaft in January 1985 by
Mr. Gallerani (see also U.S. Department of Energy, September 1985). A
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cement/chemical grouting and sealing of the Magenta and Culebra Members of
the Rustler Formation was conducted from June 1 through July 31, 1985 to
reduce water seepage through the shaft lining and to protect the integrity
of the shaft key. For January 1985, before the grouting and sealing of
the exhaust shaft, Mr. R. McKinney of IT Corporation reports that the
estimated ground-water flow from the Rustler Formation (primarily from the
Culebra Dolomite Member) was 0.6 gpm.

On September 24, 1985, the boreholes for the exhaust-shaft Culebra piezo-
meters were drilled through the shaft liner, then capped. Piezometers
were placed at the Culebra level in the exhaust shaft from November 1 to
November 3, 1985. However, as of February 1986, the datalogger system was
working intermittently and no readings from the exhaust-shaft piezometers
were obtained. Scheduled readings began in March 1986. Figure F.6 shows
the exhaust shaft pressure record along with data for'the waste-handling
and construction and salt-handling shafts through October 1986.

Additional chemical grouting of the Culebra and Magenta was performed in
August and October 1986. The chemical grouting program consisted of the
following steps:

1. On August 11, 1986, the pressure plugs in the piezometers were
removed causing the piezometer pressure readings to be reduced to
negative values indicating zero pressure in the piezometer sleeves.
The removal of the plugs caused an unmeasured quantity of water to
flow from the piezometer-access boreholes. J. Owens reports that
the quantity decreased during the time the boreholes were open and
virtually stopped after the chemical grouting was completed.

2. Dye-colored water was injected into the grouting holes, which are
small-diameter boreholes through the 1liner, to determine whether
there was communication between the micro-annulus behind the grout
liner and the piezometer tubes. None was observed.
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3. Grout was injected into the grouting holes at up to a maximum of 50
pounds per square inch over hydrostatic pressure.

4, The pressure plugs were put back on the piezometer sleeves on
August 19, 1986 and data collection resumed.

5. In early October 1986, additional grouting was performed in the
Culebra interval. Boreholes were drilled through the liner at level
218.5 (elevation 820.9 m a.s.1.) and water was observed to flow from
these Dboreholes under pressure. Grout was injected into these
boreholes to seal the microannulus behind the 1liner and reduce
leakage. During the grouting, the Culebra piezometer's pressure
plugs were both removed and replaced on October 1, 1986.

Figure F.6 shows the pressure response in the waste-handling shaft to the
exhaust-shaft grouting and sealing activities in 1985 and 1986. The
grouting and drilling exercises are noted, and can be inferred to have had
a significant effect on the waste-handling shaft pressure.

Piezometer Installation

A brief review of the type of piezometer used and the method of
installation may assist in understanding and reviewing the data (from U.S.

Department of Energy, September 1985):

The piezometers are dual-component instruments containing
a vibrating-wire gauge and a pneumatic gauge. The
vibrating-wire gauge is the principal instrument used to
measure water-pressure. The pneumatic gauge is used for
initial calibration and periodic performance checks on the
vibrating-wire units . . . The pneumatic units must be
read manually at the instrument location.
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The vibrating-wire gauges are monitored at ground surface by electronic
dataloggers. The electrical connections to the datalogger have been
damaged in the construction and salt-handling shaft, thus requiring the
downhole readings of the vibrating-wire gages as described earlier. The
electrical connections for the waste-handling-shaft piezometers were
removed in late August 1986 to make room for construction activities. The
reconnection schedule has not yet been established.

The piezometers are installed in a four-inch pipe sleeve which passes
through the concrete 1lining. After the concrete was poured, three-inch
diameter boreholes were drilled into the bedrock at the end of the four-
inch sleeves, using drilling equipment run through the sleeves. These
boreholes extend a minimum of six inches into the formation and serve to
access the formation for fluid-pressure measurements with the piezometers.
The piezometers are set into the four-inch pipe sleeves and sealed in by a
collar coupling. Figure F.7 shows construction details of the piezometer
installation. The piezometers are set about one-half foot inside the
collar pipe and do not reside in, and are not sealed in the three-inch
boreholes in the bedrock. The piezometers can thus respond to pressure
fluctuations due to cracks in the concrete liner or to any microannulus
between the concrete lining and the formation, if one were to exist due to
failure of the seal. If such a crack or microannulus were to connect the
Magenta and Culebra, it would not only provide direct fluid-pressure
communication between these two horizons, but it could also respond to a
failure in the concrete liner of the shaft. In fact, data from the
piezometers in the construction and salt-handling shaft were used to
postulate a possible breakdown in one of the chemical seals behind the
waste-handling-shaft key (the basal shaft support buttress) (U.S.
Department of Energy, September 1985). Published data (U.S. Department of
Energy, September 1985) show that the piezometers in the waste-handling
shaft have synchronous pressure fluctuations indicating, at the least, a
pressure communication between all Rustler Formation members.
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The piezometers themselves are subject to damage and drift. The gages are
made by IRAD Gage/Klein and GEOKON. The Management and Operations
Contractor reports that readings may have an uncertainity of 15 psi. The
gages may even show negative pressure within this +5 psi envelope.
However, consistently negative pressures with a trend to more negative
values 1is wusually a prelude to piezometer failure. Alternatively,
consistently negative pressure readings c¢ould possibly indicate an
electrical polarity problem during installation and wiring. Despite these
problems, the piezometers do give information that must be considered in
the interpretation of the hydrogeologic system at the WIPP site. For
example, WIPP-21 water levels, measured as part of the H-3 multipad
pumping test, show a striking resemblance to the pressure record of the
waste-handling shaft as shown on Figure F.8. The exhaust-shaft pressure
record also appears to show a response to late October 1986 well-
development pumping at well ERDA-9, just south of the shaft (see Figures
F.1 and F.6).

REFERENCE

U.S. Department of Energy, 1985. Quarterly Geotechnical Field Data

Report. Prepared by Bechtel National Inc., WIPP-DOE-218, September
1985.
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DATE DAY HR MIN DURATION INFLOW

(min.sec) (gpm)
01/23/86 23 12 0 0.00 0.47
01/30/86 30 10 0 14.46 0.36
02/05/86 36 13 0 16.07 0.33
02/20/86 51 8 45 17.30 0.30
02/28/86 59 8 45 15.50 0.33
03/07/86 66 9 45 16.00 0.33
03/13/86 72 8 25 17.25 0.30
03/18/86 77 10 30 17.10 0.30
03/26/86 85 13 0 17.05 0.30
04/02/86 92 9 15 18.13 0.29
04/15/86 105 10 30 20.00 0.26
04/25/86 115 12 30 19.10 0.27
05/15/86 135 10 30 23.30 0.22
05/19/86 139 10 35 23.10 0.22
05/22/86 142 11 40 23.20 0.22
05/28/86 148 8 30 23.00 0.23
06/02/86 153 10 30 24.30 0.21
06/06/86 157 8 30 43.00 0.12
06/06/86 157 9 30 42.30 0.12
06/12/86 163 10 20 35.00 0.15
06/19/86 170 3 15 37.30 0.14
06/24/86 175 9 30 23.30 0.22
07/01/86 182 9 30 42.00 0.13
Measurements not possible because of broken plastic pipe.
10/13/86 286 8 40 40.30 0.13
10/28/86 301 9 30 31.30 0.17
Drawn by Date
Checked by Date Water-Inflow Measurements
Revisions Date for the Waste-Handling Shaft
INTERN Technologies Table F.1
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