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ABSTRACT 

Before disposing of transurnnic radioactive waste in the Waste Isolation Pilot Plant (WIPP), the United States 
Dcpartmcnt of Energy (DOE) must evaluate compliance with applicable long-term regulations of the United States 
Environmental Protection Agency (EPA). Sandia National Laboratories is conducting iterative performance 
assessments (PAS) of the WIPP for the DOE to provide interim guidance while preparing for a final compliance 
evaluation. This volume contains the technical basis for the 1992 PA. Specifically, it describes the conceptual 
basis for consequence modeling and the PA methodology, including the selection of scenarios for analysis, the 
dctcrmination of scenario probabilities, and the estimation of scenario consequences using a Monte Carlo 
technique and a linked system of computational models. 

Additional information about the 1992 PA is provided in other volumes. Volume 1 contains an overview of 
WIPP PA and results of a preliminary comparison with the long-term requirements of the EPA’s Environmental 
Protection Standards for Management and Disposal of Spent Nuclear Fuel. High-Level and Transurunic 
Radioactive Wastes (40 CFR 191, Subpart B). Volume 3 contains the reference data base and values for input 
parameters used in consequence and probability modeling. Volume 4 contains uncertainty and sensitivity analyses 
related to the preliminary comparison with 40 CFR 191B. Volume 5 contains uncertainty and sensitivity 
analyses of gas and brine migration for undisturbed performance. Finally, guidance derived from the entire 1992 
PA is presented in Volume 6. 
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1 1. INTRODUCTION
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The Waste Isolation Pilot Plant (WIPP) is planned as a rcsc,arch and development facility to demonstrate the

safe disposal of transuranic (TRU) wasles generated by defense programs of the United States Department of

Energy (DOE). Before disposing of w:Lstcin the WIPP, the DOE must ewdualc compliance with applicable long-

term regulations of the UnikxJ SIatcs Environmental Protection Agency (EPA), including 40 CFR 191 Subpart B

(Environmental Radiation Projection Standards jl)r Management und Disposul of Spent Nuclear Fuel, High-

Lzvel and Transurunic Ra(iiouctiw Wusles) [U.S. EPA, 1985]) and 40 CFR 268.6 (U.S. EPA, 1986), which is

the portion of the Lund Dispo.sul Restrictions of the Hazardous und Solid Wuste Amen[iments to the Resource

Conservuliun and Recover) Ac[ (flCRA) [hat states the conditions for disposal of spccificd hazardous wastes.

Performance assessments (flAs) will form the basis for evaluating compliance with all applicable long-term

regulations of the EPA. The WIPP Pcrfonnance Assessment (PA) Department of Sandia National Laboratories

(SNL) is performing annual iterative preliminary PAs to provide guidance to the Project while preparing for final

compliance evaluation. The 1991 preliminary performance assessment for comparison with 40 CFR 191B was

documented in 4 volumes (WIPP PA Division, 1991 a, b, c; Hclmn ct al., 1992).

15 1.1 Purpose of Volume 2

16

17

18

19

20

21

22

23

24

25

“rhis volume describes Ihc technical basis for the 1992 WIPP preliminary PA: conceptual model

development, probability modeling, and consequence modeling of the WIPP disposal system for evaluating

compliance with the quantikltive requirements of applicable long-term regulations. Volume 1 deals primarily

with the regulations in Subp,art B of 40 CFR Part 191 and their application to the WIPP, but also summariz.cs

aspects of this volume and explains the 1992 stalus of the WIPP PA. Volume 3 compiles model paramcmrs,

constructs cumulative distribution funclions (cdfs) aml discusses their derivation from the pertinent data of disposal

systcm charactcriza[ion. Uncertain y an(l sensitivityy analysis results related to 40 CFR 191B are discussed in

Volume 4. Unccr[ainly and scnsi[ivity an,alysis rcsul[s of gas and brine migration for undisturbed performance are

discussed in Volume 5. Final]y, guidance derived from the entire 1992 PA is prcscntcd in Volume 6.

1.2 Organization of Volume 2

26 Volume 2 consists of seven chapters and four appendices. This chapter (Chapter 1) describes the organization

27 of Volume 2. ‘1’heremaining six chapters are organized following the PA methodology described in Volume 1.

28 ● Chapter 2 (Conccptu,aJ Basis for (lmscqucnce Modeting) describes the concepmat basis for consequence

29 modeling. ‘1’hischap[cr is a dc[aikxl expansion of the brief discussion in Chapter 2 of Volume 1, and

30 provides a bibliographic mapping in[o the published tituature of the si[e chnraclerization and cnginccrcd

31 design programs.

32 ● Chapter 3 (Pcrformancw Asscssnwnl McIhodok~gy) dcscribcs tie conceptual model for risk thal forms the

33 framework (scenarios. frequency or probability of scenarios, and consequences of scenarios) for the WIPP
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PA, presents an ou[linc of the Momc Carlo technique that is used for uncertainly and scmsitivily analyses,

and discusses the ccmstruclion of complemcnlruy cumulative distribution func[ions (CCDFS). This chapter

is a detailed expansion of Chapter 4 of Volume 1, and is generally unchanged from the 1991 PA.

● Chapter 4 (Scenario Construction) exarnincs the fiist element (scenarios) of the conceptual model for risk.

This chapter discusses the application of the methodology for scenario construction-identifying, screening,

and classifying events and processes; developing scenarios using a logic diagram; and screening of sccrmrios

—for the WIPP. Retained scenarios that are analyzed in the 1992 PA arc dcscribcd. ‘1’hismaterial is

genemlly unchanged from the 1991 PA and therefore refercoccs previous documents extensively. Scenarios

included in the Monte Carlo analysis in 1991 are included tigain in 1992.

● Chapter 5 (Drilling lnlrusion Probabilities) examines the second clement (probabilities or frequencies of

sccn,arios) of the conceptual model for risk. The probability model that is used for the 1992 analysis was

presented in the 1991 documcnmtion. so this chapter is a much briefer description that references previous

documentation. The significant difference in the application of this model is that time-varying drilling

intensities were used in 1992, whereas in 1991 only constant, but imprecisely known, drilling intensities

were used. A brief discussion of how these ncw drilling intensity functions were derived from expert panel

mrlput that rcfcrcnces malerial in Volume 3 is included.

● Chapter 6 (Data and cdfs) begins the dcscripticm of the tliffcrent steps of the Monte Carlo technique:

selection of imprecisely known par,amctcrs, construc~ion of ranges and distributions for these parameters,

generation of the s:unplc, propagation of uncertainly through the sys[em model, uncertainty analysis, and

sensitivity analysis. This chnpler briefly describes the first steps: selection of imprecisely known

parameters and construction of their ranges and distributions. “~he cnlirc Ma base, especially model

parameters, is the subject of Volume 3.

● Chapter 7 (Consequence Modeling) describes the modeling system that is USC(Ito calcula[c consequences of

scenarios. The 1.atin hypercubc s:unpling technique that is USC(Ito generate the sample for Monte Carlo

anal ysis is dcscribcd elsewhere (1-lelton ct al., 1991) and is not repeated. ~lis chapter focuses on the 1992

modeling sysmn [hrough which umcr(ain[y is propagated for the uncer[.ain[yad sensitivity analysis. Each

major module of Ibis sys[em is described in terms of governing equations ,and modeling assumptions.

More detailed CO(ICdescriptions arc conktincd in the four appendices M follows:

Appendix A. A repository and shaft seal mmluh! is used that simulates two-phase (gas and brine) flow

through the repository, sh,aftseals, and surrounding environs (BRAGFLO) with an equilibrium-

mixing cell for calculating radionuclide concentrations in the brine phase (PANEL). These

codes were used in the 1991 PA.

Appendix B. A module (SANCHO) for simulating quasislatic, large-deformation, inelastic response of the

halilc is used to provide waste porosily as a function of time. These calculations incorporate

the effect of creep closure and of halite response to waste-genernlecl gas into the PA; they arc

Performed ou[sidc UNMomc Carlo analysis. Only [he waste porosity functions are used during

1-2



Organization of Volume 2

1 consequence calculations. This is the first year lhal the cffecls of halite creep have been

2 incluckxfin PA calculations.

3

4

5

6

7

8

9

10

11

Appendix C. Groundwatcr flow and fransport models (SECO-2D1-I and SECO-TP) are usc(f to calculate

suhsurlacc transport through the Culcbra Ilolomitc Member of the Rustler Formation to fhc

Lmd-widldrawal bound,ary. Fkst, the groundwatcr flow is calculated for a single-porosity,

matrix-only, porous mcxlium (dolomite). lle flow calculation is performed first on a regional

scale and second on a local scale with boundary conditions derived from the regional-scale

distribution. Clima[c variability enters through time-varying boundary conditions fha[ <arc

bused oa a simple prccipi[a[ion/recharge concept ualization. Spalial variability enters by

drawing one IIcld Irom a set of mul[iplc, plausible frausmissivily fields that are gcncratcd

outsiclc Ihc Monte C:U1Oanalysis (CJRASP-INV). SECO-2DH was used in the 1991 PA.

12 Second, the flow field is USC(Jfor a r~dif)l~uclide-ral~s~~rtsimulation. The fransport simulalor

13 SECO-TP was used for [he first time in 1992. It models singie- or Uual-porosily transport

14 through an idcalizuf, frticturcd medium. Rctar(lation in pore volume of fhc dolomilc matrix

15 and/or the fmcturc-lining clay can be included simultaneously or sepamtely. SECO-TP is a

16 furlhcr improvement over previous capability in that it is more accurate and numerically

17 cff’icicnl,allowing Iligller-resoluliotl, higher-accuracy simulations in the sarnc time.

18

19

20

21

22

23

24

25

26

Appendix D. A module (GRASP-lNV) for gcnma[ing multiple, plausible mansmissivi[y fields m be used by

SEC02-DH is uscxffor the firsl time in 1992. ‘1’hismodule is an improvement over previous

qxhili(y in lh:i[ it produces Wmsmissivily fickts lha[ reproduce [k measured vafucs of

transmissivity at well locations and that ,arccalibra[cd, i.e., flow calculations with these fields

rcproducc ([o within a prc-selected criterion) sfcady-state and fransicnt pressure data at the well

locations. lhcrcforc, each field is a plausible rcali?.ation of the true but unknown transmissivity

field. One en[ire field is drawn and used for a single consequence calculation during the Monle

(klo anafysis.

1.3 Code Linkage and Data Flow

27 The complexity of’ [lw compliance-assessment modeling systcm for [hc WIPP requires that calculations be

28 confrollcd by an cxccutivc program (Rcchard, 1989; Rcchard et al., 1989; Rechard, 1992). CAMCON

29 (Compliance Assessmcnl Mcfhodology Controller) con[rols CO(IClinkage and data flow during lengthy and

30 itemtivc consequence analyses, minimizes analyst inkrvcnfion during dam transfer, and automatically handles

31 quality assurance during [he calculations. CAMCON currently consis[s of about 75 codes and FORTRAN object

32 Iibrarics; i[ includes approximatc]y 293,000 Iincs of FORTRAN sotlware written specifically for the WIPP

33 Project and another 175,000 lines of’sotlwarc adapwf from other applicat ions.

34 The con[rollcr allows easy cx:unination of intcnnediatc diagnostics and final results. Computer modules

35 within the cxccu[ivc progr:un can bc easily rcplaccxf for model comparisons. CAMCON moduku’izcs tasks so

36 computer programs for n particular module arc intcrchangtzrble. CAMCON is Iully dcscribcd in Rechard (1992).

1-3



Chapter 1. Introduction

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

1.3.1 Data Bases

'lhrccdala b~scs, prtinwy, secf~lld:wy,:uldcompuuititJIlal, ticiIlcluded ill CfiMCON. ‘I’hcprimary database

contains measured field and laboratory data gathered during the disposal-systcm and regional characterization.

Because the analysis can bcnobetlerthau thcsc data, thedata bascshouklcontain all necessary data for the

compliance assessment and repository design, havcas Iittlesubjeclivc interpretation aspossiblc, and be quality

assured. Data baw structure must be flexible to accommodate diflercnt organimtions and unforeseen types of data.

Practical experience suggests that a relational data base is Ixst.

The secondary data base coninins intcrprctcd da(a, usually intcrpola[ed onto a regular grid, and incorpora(cs

information that comprises the conceptual model of the disposal system. LCW9Sof intu-preialion can vary from

objective interpolation of data combined with subjective judgments 10 totally subjective extmpolations of data; all

intcrpreta[ions arc well doeumcn[cd 10eusurc the scconh-y data is reproducible by others. Data from literature or

professional judgment are USC(Ito fill lmowlcdgc gaps to cornpletc the conceptual model. The secoud.ary data base

must be accessible to both the analyst?md the executive package controlling the systcm.

lle computational data base is CAMDAT (Compliance Asscssmeut Methodology DATa). CAMDAT uses a

neutral-file format so that a series of computer programs can be linked by a “zig-zag” connection rather than the

usual serial connection. ‘Ilc file format chosen for CAMDAT WLSbased on GENESIS (Tayk)r et al., 1987) and

EXODUS and their associate(l (hua mauipulalion and plotting programs (Gilkey, 1986a,b, 1988; Gilkey and

Flanagan, 1987). CAMDAT is fully dcscribcd in Rechard ( 1992).

1.3.2 Program Linkage and Model Applications

Program linkage and dam flow through CAMDAT are controlled by CAMCON. Computer programs that

make up the CAMCON syslcm are major program modules, support program modules, and translamrs. Major

program modules refer to progrwns that represent major tasks of the consequence modeling. Support program

modules refer m progr,ams such as inlcrpolalors [hat are necessary to facililaie use of major program modules.

Translator program modules refer to pmgr:uns [hat trans]atc data either into or out of the compulaticmal data base.

Figure 1-1 shows how progr,ams arc used in the 1992 PA to eva]uatc human-intrusion scenarios. BRACIFLO,

GRAS P-INV, SECO-Tl), and CU1”I’INGS were run outside of CAMCON, with manual data transfer. GENII-S

was not used because a safety assessment was not included in the 1992 PA. All other codes were used within

CAMCON as shown (Figure 1-1).
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2 2.1 Introduction

3 2.1.1 Conceptual Models

4 This chapter describes the conceptual basis for modeling the performance of the WIPP repository, the waste it

5 contains, and the surrounding geology and hydrology, and summarizes the available knowledge of the site and the

6 physicat processes that operate there. This knowledge forms the framework for the preferred conccphral model

7 used in WIPP PA (i.e., the model bclicvcd by the WIPP PA Department to be the most realistic representation for

8 the behavior of the disposal system), and for allcmative conceptual models. Conceptual model and alternative

9 conceptual models are defined M follows (Gtillcgos et al., 1992; NEA, 1992):

10 ● Conceptual model: A set of qualitative assumptions u.scd to describe a system or subsystem for a given

11 purpose. At a minimum, these assumptions concern the geometry and dimensionality of the system,

12 initial and boundary conditions, time dependence, and the nature of the relevant physical and chemical

13 processes. The assumptions should be consistent with one another and with existing information within

14 the context of the given purpose.

15 ● Alternative conceptual models: Alternative sets of assumptions that describe the same system for the same

16 purpose, where each set of assumptions is consistent with the existing information.

17 Each alternative conceptual model identifies the processes that the mathematical models must characterize and

18 provides the comext within which the mathematical models must opera(e.

19

20

21

22

23

24

25

26

27

28

29

30

31

32

As an cx:unple of the role alternative conceptual models play in performance assessmcnti Volume 1 of the

1992 WIPP PA documents the usc of three al[cmativc conceptual models for the subsurface transport of

radionuclidcs in the Culcbra Dolomite Member of the Rustler Formation. (See Section 2.2 for an explanation of

the regional geohydrology, Scclion 4.2 for an cxplana[ion of the transport pathway, and Section 7.6 for a

discussion of the transpor( model. Sce Section 5.1 of Volume 1 of this report for a comparison of disposal-

system performance estimated using each of the three conceptual models. Scc Volume 4 of this report for

additional analysis of’ these and olher alternative conceptual models.) In the first conceptual model, transport

occurs only in clay-lined fraclures in a single-porosity medium, and chemical retardation does not occur. In the

second conceptual model, transport occurs in a dual-porosity medium (clay-lined fractures and matrix);

radionuclidcs may diffuse into the pore volume of both the clay linings and the rock matrix. Chemical retardation

does not occur. In the third conceptual model, believed by the WIPP PA Department to be the most realistic

representation for the behavior of the system, traasport occurs in a dual-porosity medium, as in the second

conceptual model, except that chemical retardation does occur as a result of sorption of radionuclidcs in both clay

linings and rock matrix.
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The first of these three alternative conceptual models is not supported by available information (see section

2.2.4), and is included in the analysis :LS an unrealistic, but known, cmlpoint of a continuum on which a realistic

endpoint is unknown. As such, it provides useful guidance on the hrgcst releases that may be anticipated as a

result of groundwa[er transport in the Culebra. Comparison of all three conceptual models provides insight into

the uncertainty in pcrlormancc estimates resulting from ,anincomplclc understanding of the dual-porosity behavior

of the Culebm and the lack of defensible dam describing chemical retardation of mdionuclides (see Section 2.2.4).

Other major aspects of the conceptual model for the WIPP used in the 1992 PA include the following:

generation of gas in [he waste-emplacement panels by dcgrwlation of waste and containers; closure and re-

expansion of the panels by salt creep; the release of radionuclidcs at the ground surface and into the Culcbra as a

result of borehole intrusion during exploratory drilling; changes in groundwater flow resulting from future climatic

changes; and the effect of passive m,arkcr systems on intrusion rates.

12 2.1.2 Chapter Organization

13 The WIPP and surrmmding environmt’nl provitlc multiple barriers to radionuclidc migration. This chapter

14 explains the WIPP PA’s present understanding of the conceptual basis of these barriers. The chapter is organized

15 into two major parts:

16 ● natural harrier systcm (Section 2.2)—the regional geology and hydrology surrounding the WIPP (Section

17 2.2. 1); the stratigraphy below and above the repository (Section 2.2.2); climate, water balance, and

18 groundwatcr flow in Ihe WIPP vicinily (Section 2.2.3); and radionuclidc transport in the Culebra Dolomite

19 (Section 2.2.4)

20 ● engineered barrier syslem (Section 2.3)— the repository and seal design (Section 2.3.2); the was[e itself

21 (Section2.3.3);the radionuciidc source term (Section 2.3.4); and closure, flow, and roondwaste interactions

22 (Section 2.3.5)

23 2.2 Natural Barrier System

24 2.2.1 Regional Geology

25 The geology of the WIPP and the surrounding area lI:LSbeen introduced briefly in Chaplcr 2 of Volume 1, and

26 is described elsewhere in detail (e.g., IIiss, 1975; Powers et al., 1978a,b; Chceseman, 1978; Williamson, 1978;

27 lIills, 1984; Ward c1 al., 1986; Harms and Williamson, 1988; lIolt and Powers, 1988, 1990; Beauhcim and Holt,

28 1990; Brins[cr, 1991). ‘1’hebrief review presented here dcseribcs regional structural features and introduces the

29 major stratigraphic units. Specific geologic features that affect cornpliancc-assessment modeling are described in

30 subsequent sections of this chap[cr,
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Natural Barrier System
Regional Geology

1 lle WIPP is localect near the norlhtxn cnd of the Delaware Basin, a structural depression that formed during

2 the Late Pennsylvanian and Pcnnian Periods, approximately 300 to 245 million years ago (Figures 2-1 and 2-2).

3 Sedimcmation within the subsiding basin resuhcd in the deposition of up to 4,000 m (13,000 ft) of marine strata.

4 Organic aclivi[y a{ (Iw basin margins produced massive carbonate reefs that separated deep-water facics from the

5 shallow-waler shclt’scclimcntsck!fmsilcdlandward.

6

7

8

9

10

11

12

13

14

15

16

17

18

Pcmnian-agc rocks of importance 10WIPP perform,ance-as.scssmcrrtmodeling are those of the Guadalupian and

Ochoan Series, deposited be[wcen approximately 265 and 245 million years ago (Figure 2-3). During this time

subsidence in the Delaware Basin was initially rapid, resulting in deposition of deep-water shales, sandstones, and

limestones of the Dclaw,are Mountain Group. Intermittent connection with the open ocean and a decrease in

elastic sediment supply, possibly in response to regional tectonic adjustments, Icd to the deposition of a thick

cvaporitc scqucncc. Anhydritcs and halilcs of the Cas(ile Fonnalion are limiWl to the structurally deeper portion

of the basin, cnclosut within Ihe reef-lacics rocks of the Capitan Limestone. Subsidence within the basin slowed

in LaIc Pcnnian time, and the hali[es of the Salado Formation, which include the host strata for the WIPP, extend

ou[ward from the basin ccnlc!r over Ihc Capikm Reef and the shallow-water shelf facies. Latest Pcrrnian-age

cvaporitcs, carbonates, ml claslk rocks of the Rusllcr Formation and the Dewey L,akc Red Beds record the end of

regional subsidence and include the last marine rocks deposited in southemtcrn Ncw Mexico during the Paleozoic.

The overlying sandstones of the Triassic-age Dockum Group rtftect continental deposition and m,ark the onset of a

period of regional tectonic stability that kislc!dapproximamly 240 million years, until lale in the Tertiary Period.

19 Pcrrnian-agc suwa of IIWDelaware Basin now dip gcmly (generatly less than 10, to the east, and erosion has

20 exposed progressively older units reward the wcswn utgc of the basin (Figures 2-1 and 2-4). This tilting reflects

21 tic I.alc Pliocene ~indc<arlyPlcisl(mmc (dpproximaicly 3.S million 101 million yc,ars ago) uplift of the Capitan

22 Reef 10 form the Guadalupe Mountains more than 60 km (37 miles) west of the WIPP (Figures 2-1, 2-4). Field

23 evidence suggests [Iuu additional uplift may have occurrut during the late Pleistocene and Holocene, and some

24 faults of the Guadalupe Mountains may have been active within the last 1,000 years (Powers et al., 1978a,b).

25 North and cast of the WIPP, the Capitan Reef has not been uplifted ,andremains in the subsurface (Figure 2-5).

26

27

28

29

30

31

32

33

34

‘Ile present landscape of the Dclaw,are Basin has been iufluenccd by near-surface dissolution of the evaporates

(Bachrnan, 1984, 1987). Karst features crcatcd by dissolution include sinkholes, subsidence valleys, and breccia

pipes. Most of these features forrncd during wct[cr climates of the Pleistocene, although active dissolution is still

occurring whcrcvcr cvaporitcs arc cxposul at the surface. Some dissolution may also bc occurring in the

subsurface where circulating groundwatt!r comes in contact with cvapori[es: for example, modcm subsidence in

San Simon Swalc east of the WIPP (Figure 2-6) may be related to localized dissolution of the Salado Formation

(Anrlcrson, 1981; Bachman, 1984; Brinsler, 1991). Nash Draw, which formed during the Pleistocene by

dissolution and subsictcncc, is lhc most promincn[ karst feature near the WIPP. As discussed again in Section

2.2.2.6 following, cvaporites in Ihe Rustler Formation have been affcctcd by dissolution near Nmh Draw.

35 The largest karst feature in the Delaware Basin is the Bahnorhea-Loving Trough, south of the WIPP along the

36 axis of the basin (Figure 2-6). Dissolution of evaporitcs, perhaps along IJICcourse of a prcdcccssor of tllc modcm

37 PCCOSRiver, resul[cd in subsidence and (1wdeposition of Ccnomic alluvium up to 300 m (984 ft) thick in south-
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Figure 2-1. Gcncralizccl geology of the Eklawarc Basin, showing tie location of the Capitan Reef and the
erosional limits of tic basinal formations (Lappin, 1988).
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Figure 2-2. Geologic time scale (simplified from Geological Society of America, 1984).
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Figure 2-6. Map of Ihe WIPP vicinity showing the land-withdrawal area (labeled “WIPP Boundary”), the study
,areaof Brinstcr (1991), and (he location of observation wells (1Iaug et al., 1987; Brinshx, 1991).
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1 em 13.hlyCounty, and up to almost 600 m (1970 ft) thick across the state line in Texas (Bachman, 1984, 1987;

2 Brinstcr, 1991).

3 2.2.2 Stratigraphy

4 This review is based primarily on lhe summary presented by Brinstcr (1991), and is limited to those units that

5 may have an important role in future performance of the disposal system. Hydrologic data about the units have

6 been summarized by Brins[er (1991), and ,are,in general, not repeated here. Stratigmphic relationships between the

7 units arc shown in Figure 2-3. Figure 2-6 shows the region examined in detail by Brinster (1991) and the location

8 of wells that provide basic da~~.

9 2.2.2.1 BELL CANYON FORMATION

10 The Bell Canyon Fimnation consisy of210 m 2fXtm (690 to 850 ft) of sandstones and siltstoncs with minor

11 limestones, dolomitcs, and conglomcra[es (Wilti,amson, 1978; Mcrcer, 1983; Harms and Williamson, 1988).

12 Sandstones within the upper portion of the Bell Canyon Formation occur as long, sinuous channels separated by

13 siltstones, reflecting their deposition by density currents that tlowcd into the deep basin from the Capitan Reef

14 (Harms and Williamson, 1988). These sandstones have been targets for hydrocarbon exploration elsewhere in the

15 Delaware Basin and arc also of interest for the WIPP performance assessment because they arc the first aquifers

16 below the evaporitc sequence that hosts the repository.

17 Simulations of undisturbed repository performance (10not include the Bell Canyon Formation because a thick

18 sequence of evaporitcs with very low pcnncability separates the formation from the overlying units. Simulations

19 of human intrusion scenarios do not include a hwchrdc pathway for fluid migration bctwccn the Bell Canyon

20 Formation (or dccpcr units) and the repository. Rc]alively little is known about the head gradient that would drive

21 flow along this pathway, but data from five wells in the Bell Canyon Formation suggest that flow would be

22 slight, and, in an uncascd bole, downward because of brine dcnsit y effects (Mcrcer, 1983; Beauhcim, 1986; Lappin

23 et al., 1989).

24 2.2.2.2 CAPITAN LIMESTONE

25 The Capitml Limesmnc is not present at the WIPP, but is a time-stratigraphic equivalent of the Bell Canyon

26 Formati(m to the WCSI, norul, and east (Figures 2-1, 2-3). The unil is a mtissivc limestone ranging from 76 to

27 230 m (250 to 750 ft) thick. Dissolution and fracturing have enhanced effective porosity, and the Capitan is a

28 major aquifer in the region, providing the principal water supply for the city of Carlsbad. Upward flow of

29 groundwatcr from the Capitan aquifer may be a factor in dissolution of overlying halite and tlw formation of

30 breccia pipes. Existing hrcccia pipes are limited to the vicinity of the reef, as is the active subsidence in San

31 Simon Swale (Figure 2-6) (Brinsmr, 1991).
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1 2.2.2.3 CASTILE FORMATION
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The Castile Fonnalion is approxima(cly 470 m (1540 ft) thick at the WIPP and contains anhydritcs with

intcrcrrlated limesmncs near the base and halite layers in the upper portions. F%mary porosity and permeability in

the Castile Forma[ion arc extremely low. However, approximately 18 wells in the region have encountered brirrc

reservoirs in fractured anhydri(e in [hc Cas[ilc Formation (Brinster, 1991). Hydrologic and geochemical data have

been interpreted as indiciiting lhal these brine occurrences arc hydraulically isoltited (Lambert and Mcrcer, 1978;

Lappin, 1988). Fluid may have hcen derived from interstitial entrapment of conna[c water after deposition

(Popielnk et al., 1983), dehydration of the original gypsum to anhydri[e (Popielak ct al., 1983), or intermittent

movement of meteoric walers from the Capitan aquifer into the fractured anhydritcs between 360,000 and 880,000

years ago (Lambcrt and Carter, 1984). Pressures within these briuc nx.crvoirs are greater than those at comparable

depths in other relatively permeable units in the region and range from 7 to 17.4 MPa (Lappin ct al., 1989).

Pressurized brine in the Cas[ilc Formation is of conccm for performance msessrncnt because occurrences have

been found at WIPP- 12 within the WlPP land-withdrawal ,areaand at ERDA-6 and other wells in the vicinity. The

WIPP- 12 reservoir is at a depth of918 m (3012 ft), about 250 m (820 ft) below the repository horizon, and is

es[imaled 10 conmin 2.7x 106 m3 (1.7x 107 barrels) of brine at a pressure of 12.7 MPa (Lappin CLal., 1989).

This pressure is greater than the nominal freshwater hydrostiitic pressure at that depth (9 MPa) and is slightly

greater than the nominal hydrostatic pressure for a column of cquiwdcn[ brine at that depth (1 1.1 MPa). Ilc brine

is saturated, or nearly so, wilh respect to halite, and has Ii[[lc or no potential to dissolve the overlying salt

(Lappin ct al., 1989). Brine could, however, reach the rcposi[ory, overlying strata, and the ground surface through

an intrusion borcho]c.

21 ~~ly geophysical surveys mapped a structurally disturbed zone in the vicinity of the WIPP that may correlate

22 with fracturing or development of secondary porosity within the Castile Formation; this zone could possibly

23 contain pressurized brine (Bores et al., 1983). Later electromagnetic surveys indicated that the brine present at

24 WIPP-12 could underlie pm of the waste panels (Earth Technology Corporation, 1988). WIPP-12 data are

25 therefore used to develop a conceptual model of the brine reservoir for analyzing scenarios that include the

26 penetration of pressurized brine. Data describing the Cmtile Formalion brine reservoir arc summarized in Volume

27 3, Section 4.3 of [his report.

28 2.2.2.4 SALADO FORMATION

29 The Salado Formation is about 600 m (1970 ft) thick at the WIPP and contains halite intcrbcdded with

30 anhydrilc, polyhali(e, glauberite, and some Ihin muds~ones (Adwns, 1944; Bachman, 1981; Mercer, 1983).

31 Unlike the underlying Cas[ilc Formation, the Salado Forrnalioo overlaps the Capitm Limestone and extends

32 em[ward beyond the reef for many kilometers into west Texas (Figure 2-3). Erosion has removed the Salado

33 Formation from the wesicrn portion of IIlc hnsio (Figure 2-1).

34 Where the Salado Formation is in(acl ,and unnffcc[cd by dissolution, natural groundwatcr flow is negligible

35 bccausc primary porosity and open fracurres arc lacking in the plastic salt (Merccr, 1983; Brinster, 1991). The

36 forma[ion is not dry, however. In[crs[ilial brine seeps into the repository at rates up to approximately 0.01
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1 .!/day/for each m (in length) of excavation (Bredehoeft, 1988; Nowak et al., 1988), and the Salado is assumed to

2 be saturated (Brinster, 1991). Porosi[y is estimated to be approximately 0.01 (expressed as void volume per unit

3 volume of reek). Permeability of the formation is very low but measurable, with an average value of 0.05

4 micmdarcies (5x 10-20 m2) reported by Powers et al. (1978a,b) from well tests. This value corresponds

5 approximately to a hydraulic conductivity 5x 10-13 m/s (1x 10-7 ftfd) (Freeze and Cherry, 1979, Table 2.3). In

6 situ testing of halite in the repository indicates lower permeabilities ranging from 1 to 100 nanodarcies (10-22 to

7 10-*O m2) (Stormont et al., 1987; Beauhcirn ct al., 1991). Additional information about the geology of the

8 Salado Formalion at the repository is provided in Section 2.3.1, and in Volume 3, Section 2.3 of this report.

9 2.2.2.5 RUSTLER-SALADO CONTACT ZONE

10 In the vicinity of Nash Draw, the contact between the Rustler and Salado Formations is an unstructured

11 residuum of gypsum, clay, and sandstone created by dissolution of halite. The residuum becomes thinner to the

12 east and intertcmjyes with clayey halite of the unnamed lower member of the Rustler Formation. Mercer (1983)

13 concluded, on the basis of brecciation at the contact, Ihat dissolution in Nash Draw occurred after deposition of the

14 Rustler Formation. In shafts excavated at the WIPP, the residuum shows evidence of channeling and filling,

15 fossils, and bioturbatiou, indicating that some dissolution oecurrcd before Rustler deposition (Holt and Powers,

16 1988).

17 The residuum ranges in thickness in the vicinity of the WIPP from 2.4 m (7.9 ft) in P-14 east of Nash Draw

18 to 33 m (108 ft) in WIPP-29 within Nash Draw (Mercer, 1983). Measured hydraulic conductivity values for the

19 residuum are highest at Nash Draw (up to 10-6 m/s [10-1 ft/d]), and three to six orders of magnitude lower to the

20 east (Brinster, 1991). Porosity estimates range from 0.15 to 0.33 (Robinson and Lang, 1938; Hale and Clebseh,

21 1958; (ieohydrology Associates, Inc., 1979; Merccr, 1983).

22 2.2.2.6 RUSTLER FORMATION

23 The Rustler Formation is of particular importance for WIPP PA because it contains the most transmissive

24 units above the repository and therefore provides the most likely pathway for the subsurface transport of

25 mdionuclidcs to the accessible environment.

26

27

28

29

30

31

32

33

The Rustler Formation is 95 m (312 ft) thick at the WIPP (as measured in ERDA-9) and ranges in the area

from a minimum of 8.5 m (28 ft) where thinned by dissolution and erosion west of the repository to a maximum

of 216 m (709 ft) to the cast (Brinstcr, 1991). Overall, the formation is composed of about 40 pcrccnt anhydrhe,

30 percent halite, 20 percent siltstone and sandstone, and 10 percent anhydritic dolomite (Lambert, 1983). On the

basis of outcrops in Nash Draw west of the WIPP, the formation is divided into four formally named members and

a lower unnamed member (Vine, 1963). These five uniLs(Vine, 1963; Mercer, 1983) are, in ascending order, the

unnamed lower mcmher (oldest), the Culcbra Dolomite Member, the Tamarisk Member, the Magenta Dolomite

Member, and the Forty -nincr Member (youngest) (Figure 2-7, Table 2- 1).
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Figure 2-7. East-west cross section showing straligraphy of the Rustler Formation and the Dewey Lake Red
Beds (modified from Brinsk!r, 1991). Note vertical exaggeration. Location of cross section is
shown on Figure 2-6.
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Table 2-1. Propcr[ies of tk Rustler Formation Units and Rustler-Salado (hntact Zone. (Sources for data
provided in [ext.)

Hydmulic
~ Em2Q.IY
(m<a.xhnin) (maxhnin) (max/min)

(m) (m/s)

Forty-nincr 20 5.OX10-~ —

5.OX10-10

Magenta 8 5.OX10-5 —

4 5.OX1O-10

Tam,arisk ~. —

8

Culebra 11.6 lx IO-4 0.30
4 2X1O-10 0.03

Unnamed 36 1X1O-11 —
6X10-15

Rustler-Salado 33 lx 10-6 0.33
Contact Zone 2.4 1X1O-12 0.15

The Unnamed Lower Member

“Ilw unn,amcd lower member is about 36 m (118 fl) thick at [he WIPP and thickens slighd y m the east. The

unit is composed mostly of fine-grained sil[y sandshmcs and silts[ones in[erbeddcd with anhydritc (converted to

gypsum al Nash Draw) west of the WIPP, Increasing amounts of halite ,are present to the east. Halile is present

over the WIPP (F@ure 2-8), but is absent north and south of the WIPP where the topographic expression of Nash

Draw extends eastward. Distribution of hali(e within this and other members of the Rustler Formation is

Si@iCaIN beCaIISe, ;LSis diSCUSSM! in (he fOlhWing S(XtiOII, an ~pp,~ellt COmelallOI)exiSISbCIWO.HIthc absence Of

halite and increased transmissivity in (he Culcbra Dolomilc Member.

2-14



Natural Barrier System
Stratigraphy

.: WIPP.28 ●

.,..

* WI PP-27
..7 9

,,,
,/..

. 2
\\””

,.
. . *..

T ,, AEC-7

..* ●

e
,i~,

.. :
,——?—N /’

,. !y. “

..!
/

..1 ,,,. /’
.* y /

Yr ‘1;,..“
+

WI PP-?5

● S

%
,.. ‘

j.
),<

v
WIPP 26 P-84.

+
●

“‘ ,/
.;

2
● WI PP.29

D-268 ● BOUNDARY
/

N ,.

j
>.
.-.,

H.7.

I

1

--—___ >
i ..

.!,. \

●

,,, ., -
,,,

I+1OD

EJ717A.!O
>.. ●

>-
/,, USC%1,.,

...
●

ENGLE.!.
7.

*

H.811
●

Explanation

++JIJ ““
6 km

— -- Western Margin of Halite In Forty -niner Member

— — — - — Western Margin of Halite in Tamarlsk Member

— - — western KJargin Of Hallte in Upper Mudstone (M-2) in Unnamed Member
— — western kJargtn of Halite in Lower Mudstone (M-1) In Unnamed Member

Eastern Margin of Upper Salado Dissolution

TRI-6330-94-3

}Tigure 2-8. Rus[lcr I%rmalion Mite ar(mnd the WIPP (Lappin ct al., 1989).

2-15



Chapter2. Conceptual Basis for Consequence Modeling

1

2

3

4

5

6

7

8

The basal interval of the unnamed lower memhcr contains silts[onc and s(andsttmcof sufficient transmissivity

to allow groundwalcr now. Transmissivitic!s of 2.9x 10-t O m2/s (2.7x 10-4 ft2/d) and 2.4x 10-10 m2/s

(2.2x 10-4 ft2/d) were calculated from [CSISat H-16 that included this interval (Beauhcim, 1987a). Assuming all

flow in the 34-m (112-t’t) test inlerval came from the 20 m (64 ft) of the basal interval, these tfansmissivity

vatues correspond [o hydraulic conduc[ivitics of 1.5x 10-* 1 m/s (4.2x 10-6 ft/d) and 1.2x 10-t t ms (3.4x 10-6

ft)d). Hydraulic conductivity in the Iowcr porlion of the unnarncd member is believed (0 increase 10 the west in

and near Nash Draw, where dissolution in the underlying Rustler-S(alado contact zone has caused subsidence and

fracturing of the sandsmne and sil[stone (Beauheim and HoIt, 1990).

9 The remainder of the unnamed lower member contains mudsIones, anhydrite, and variable amounts of halite.

10 Hydraulic conductivity of these Iithologies is extremely low: tcsls of mudstcmcs and claystones in the waste-

11 handling shaft gave hydraulic conductivity values ranging from 6x 10- 1s m/s (2x 10-9 ftfd) to 1x 10-13 m/s

12 (3x 10-8 ftAl) (Sarrlnier and Avis, 1988; Brinster, 1991).

13 Culebra Dolomite Member

14 ‘Ile Culebra Dolomite Mcmbm of the RusWr Formation is rnicrocrysudline dolomi[e or dolornitic limestone

15 with solution cavities (Vine, 1963). In the vicinity of the WIPP, it ranges in thickness from 4 to 11.6 m (13 to

16 38.3 ft) and has a mean thickaess ot’ahorrl 7 m (23 ft). Outcrops of the Culcbra Dolomite occur in the southern

17 part of Nash Draw and along the Pecos River.

18 The Culebra Dolomite has been identified as the most likely pathway for release of radionuclidcs to the

19 accessible environment twcause of its relatively high hydraulic conductivity near the WIPP, and hydrologic

20 research has concentrated on the unit for over a dccadc (Merccr and Orr, 1977, 1979; Mcrcer, 1983; Merccr et al.,

21 1987; Bcauhcim, 1987a,b; LaVcnue c1 at., 1988, 1990; Davies, 1989; (hrffman ct al., 1990). lIy(lraulic data arc

22 available from 41 well locations in the!WIPP vicini[y (Cauffman et al., 1990).

23 Hydraulic conductivity of the Culcbra varies six orders of magnitude from east to west in the vicinity of the

24 WIPP (Figure 2-9), ranging from 2x 10-10 m/s (6x 10-5 ft/d) at P-18 cast of the WIPP to 1x 10-4 m/s

25 (6x 101 ftid) at 11-7 in Nash Draw (Brins[cr, 1991). Present undcrstandiag of the geologic controls on this

26 variation in conductivi[ y is based primarily on studies of core samples from 17 borcholes, exposures in the walls

27 of three shnf[s excavaled at the WIPP, and approximately 600 geophysical logs from boreholcs throughout the

28 vicinity (Figure 2-10) (1[01[and Powers, 1988: Powers and HoIt, 1990; Beauheim and HoII, 1990).

29 Measured matrix porositics of the Culcbra flolomitc range from 0.03 to 0.30 (Lappin et al., 1989; Kelley and

30 Saulnicr, 1990). Fracture porosi[y values have not been mewiured directly, but interpreted values from tracer tests

31 at the H-3 and 11-11 hydmpads are 2x 10-3 nnd 1x 10-3, respectively (Kelley and Pickcns, 1986). Data are

32 insufficient to map spatial variability of porosi[y.

33 Variations in hydrau] ic comluctivi[ y in the Culcbra are hclicvcd to bc controlled by the relative abundance of

34 open fractures (Snyder, 1985; Bcauhcim and HoII, 19°0; Brinstcr, 1991) ralhcr’ than by primary (i.e., dcpositional)

35 fcalures 01 the unit. Lateral variations in deposit ional cnvironmen[s were small within the mapped region, and
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primary feat ures of Ihc Crrlchra show little map-scale spatial variability (Hol[ and Powers, 1988). Direct

mcasuremcn[s of the dcnsi[y of open fractures arc no[ available from core samples because of incomplete recovery

an(l fracturing during drilling. but comparisons between highly fracturcx.1outcrops of the Culebra in southern Nash

Draw and the relatively unfrac(ured exposures in the WIPP shafts suggests that density of open fractures in the

Culcbra decreases to the CWL Qualitative corrc]a[ions have been noMI between hydraulic conductivity and several

geologic fcalures possibly rchmxl 10open-fracture densily, including (1) the distribution of overburden above the

Culcbra (Figure 2-11) (Holt and Powers, 1988; Beauheim and HoI[, 1990); (2) the distribution of halite in other

members of the Rustler Forma[ion (compare Figures 2-8 and 2-9) (SnyrJcr, 1985); (3) the dissolution of halite in

the upper portion of [he Salado Fonna( ion (Figure 2-12) (Beauhcim and Holt, 1990); and (4) the distribution of

gypsum fillings in fracmres in the Culchra (Figure 2- 13) (Beauhcim anrJ Holt, 1990).

Regional tilting of the Delaware Basin during the Lam Plioccmcand early Pleistocene (see Section 2.2.1) and

subsequent erosion have resul[ed in a wcs[wud decrease in ovcrhurdcn above the Culebra (Figure 2-13). The

decrease in confining stress during erosional unloading may have caused fracturing in the Culcbra (Bcauheim and

Holt, 1990), and may also have controlled the degree to which fractures opened. Locally, however, variations in

conduclivi[y do noi cxmcla[c precisely with variations in overhurdcn thickness, and other geologic phenomena

must contribu[c (Bcauhcim and Holt, 1990).

Where the prcsen[ distribution of halite in (he Rusllcr Fonnatioo (Figure 2-8) resulLs from post-depositionrd

dissolution. subsidence over areas of dissolution may have caused fracturing in the Culcbra (Snyder, 1985).

Mapping of depositional cnvironmcnls in the Rus[lcr Formation indicates, however, that the present limits of

halite in the formation coincide, in gcncml, with a depositional transition from evaporitcs to mudstones near lhc

margins of a saline pan (Holt and Powers, 1988; Powers and Holt, 1990). Dissolution of the upper portion of the

Salado Forrnalion (Figure 2- 12), as infcrrecl from stratigraphic thinning observed in geophysical logs, may also

haw caused subsklencc and fracturing in the (hlchra (Buruhcim and 1Ioh, 19(90).

I)eklikd examination of core samples from the (Mdm shows that the pcrccntagc of fractures that arc filled

with post -dcpositiona] gypsum crystals incrcascs eastward across (Iw site (Figrrrc 2-13) (Bcauhcim and IIolt,

1990). Furthcnnore, the crystalline struct ur(!of the fracturc fillings changes across the site, suggesting that the

present conductivity distribution may rcfkct spa[ia] variability in the processes that fonncd fracture fillings. East

of the WIPP, lrac[ure-lilling crysmls have prcdominantty incremental growth forms, indicating gradual growth as

the fractures opened and no srrbscqrmnt dissolution. Fractures with incrcmcn[al fillings probably have had

relatively small apertures and Iittlc groundwater flow through them throughout their history. From the WI1>P

WCS(,fracture fillings, where present, arc prcdominanl]y pnssivc gypsum crystals that grew in pre-existing void

spaces. By implication, any early, incremental fillings in these fractures must have been dissolved at some time

in the fms[, and the ]racturcs may have had rclatiVCIy Iargc groundwat cr flow through them before passive crystal

growdl. In places where early, incremental fillings have been removed by dissolution and pmsivc crystal growth

have not I(mncd, or where they have bum rcmovwl by fur[her dissolution, conductivity is high. In places where

either passive or incrcnwntal ciystals fill most fractures, conductivity is low.

37
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As ohscrved in core samples from the Culebra, clay minerals commonly occur on the surfaces of

subhorizontal fractures in dolomi[c (Scwards, 1991; Sewards et al., 1991a, b). Present distribution and

composition of clay in the Culebra (and other members of the Rustler Formation) reflect both tfepositionrd and

diagcnctic processes (Scwards ct af., 1992). Clays are most abundmt in horizontal layers that represent original

bedding planes in the cvaporitc sequences. These clay-rich layers are found within the Culcbra throughout the

WIPP vicinity. Bccausc they are less competent than the dolomite above and below, clay-rich layers are

prcfcrcntially opened during fracturing, creating clay-lined subhorizontal fractures. Clay minerals identified by x-

ray diffraction analysis include corrensi[c (ordered mixed-layer chlorite/saponite) and illitc, with minor amounts of

scrpen[inc and chlorile. Corrcnsi[c is the most abundant of the clay minerals, usually constituting about 50

percent of the clay assemblage (Scwards et al., 1991a). Original detritd clays were illitc and smcctite; aftemation

of smectilc into corrcnsite occurred during early diagencsis as magnesium-rich pore waters migrated through the

formation (Scw,amfset al., 1992). lsompic analyses (Rb/Sr) indicate that clay minerals reached their present

composition during the La[c llxrniw~ (Brookins et al., 1990).

14 Because the cation exchange capacily of clay minemls in general and corrcnsite in particular is higher than that

15 of dolomite or gypsum, clay fracture-linings may play an important role in the chemical retardation of

16 radionuclides during potential transport (Siegel et al., 1990; Scwards ct al., 1992). Clay fracture-linings may also

17 affect physical ret.arcfationof’radionuclidcs by diffusion into the pore volume of both dolomite matrix and the clay

18 linings during transport (Scctiorr 7.6.2 of this volume; Volume 3, !%ction 2.6 of this report; memorandum by

19 Novak e[ al. in Volume 3, Appcmfix A of this report).

20 Tamarisk Member

21 Where present in southcxtem New Mexico, the T,amarisk Member ranges in thickness from 8 to 84 m (26 to

22 276 ft) in southcaslcrn New Mexico, and is about 36 m (118 ft) thick at the WIPP. The lamarisk consists of

23 mostly anhydrilc or gypsum interbeddcd with thin Iaycrs of clays[one and sihstonc. Near Nash Draw, dissolution

24 has removed cvaporites from the Tamarisk Meml-m-,and the Magenta and Culcbra Dolomites arc separated only by

25 a few mc[ers of residue (Brinster, l(W1).

26 Unsuccessful attempts were made in two wells, H-14 and 11-16, to test a 2.4-m (7.9-ft) sequence of the

27 “1’amariskMember tfmt consis[s of claystone, mudstrme, and siltstonc overlain and umfcrlain by anhydritc.

28 Pcrnwabili[y was too low to mcasrrrc in either well within the time allowed for testing, but Beauhcim (1987a)

29 estimated the transmissivity of the claystonc scquencc to he onc or more orders of magnitude less than that of the

30 tested intcrwal in the unnamed lower member, which yicklcd transmissivity values of 2.9x 10-10 m2/s (2.7x 10-4

31 ft2/rf)and 2.4x 10-10 m2/s (2.2x 10-4 ft2/d), corresponding to hydraulic conductivitics in the basal siltstonc of the

32 unnamed lower member of 1.5x 10-11 mA (4.2x 10-6 ftld) and 1.2x 10-1* M (3.4x 10-6 ftld).

33 Magenta Dolomite Member

34 The Magenta Dolomilc Member of (1)cRustler I%rrna[irm is a fine-graincd dolomite that ranges in thickness

35 from 4 to 8 m (13 to 26 ft) and is about 6 m (19 ft) thick at rhc WIPP. The Magenta is saturated except near
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1 outcrops along Nash Draw, and hydraulic &Ttaam?available from 14 WCIIS.Hydraulic conductivity ranges over five

2 orders of magnitude from 5.Ox 10-10 to 5.Ox 10-5 m/s (1x 10-4 to 1x 101 ftid).

3 A contour map of log hydraulic conductivities of the Magenta Dolomi[c Member basscdon sparse data (Figure

4 2-14) shows a dcercase in conductivity from west to east, with slight indentations of the contours north and south

5 of the WIPP that correspond to the topographic expression of Nash Draw (Brinster, 1991). Comparison of Figures

6 2-9 and 2-14 show that in most locations conductivity of the Magenta is one to two orders of magnitude less than

7 that of the Culcbra.

8 No porosity measurements have been made on the Magenta Dolomite Member. Bcauheim (1987a) assumed a

9 representative dolomite porosity of 0.20 for interpretations of well tests.

10 Forty-niner Member

11 The uppermost member of the Rusllcr Formation, the Forty-nincr Member, is about 20 m (66 ft) thick

12 throughout the WIPP area and consists of low-permeability anh ydrite and siltstonc. Tests in H-14 and H-16

13 yielded hydraulic conductivitics of about 5x 10-9 m/s (1x 10-3 ft/d) and 5x 10-10 m/s (1x 10-4 ft/d) respectively

14 (Beauheim, 1987a).

15 2.2.2.7 SUPRA-RUSTLER ROCKS

16 Strata above the Rustler Formation are not believed to represent a significant pathway for the migration of

17 radionuclidcs from the repository to the accessible environment because of relatively low transmissivities within

18 the saturated zone. These units are important to performance assessment, however, bccausc vertical flux through

19 them may play an impor[ant role in the inflow and outflow of water from the Rustler Formation, Available

20 models of groundwater flow in the Culebra do not incorporate the effects of verficaf flux.

21
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Where present, the supra-Rustler uni[s collectively range in thickness from 4 to 536 m (13 to 1758 ft).

Regionally, the supm-llus[lcr units thiclccn to the east and form a uniform wedge of overburden across the region

(Brins[er, 1991). Fine-graincxl sandstones and sihslones of the Dewey Lake Red Beds (Pierce Canyon Red Beds of

Vine, 1963) conformabley overlie the Rusher Forma[ion at the WIPP and are the uppermost Permian rocks in the

region. The unit is absent in Nash I>raw, is as much as 60 m (196 ft) thick where present west of the WIPP, and

can be over 200 m (656 ft) thick cast of the WIPP (Figures 2-4, 2-7). East of the WIPP, the Dewey Lake Red

Beds are unconformably overlain by Mcswzoic rocks of the Triassic Doekum Group. These rocks arc absent west

of the repository and reach a thickness of over 100 m (328 ft) in western Lea County. East of the WIPP, Triassic

and, in some Ioeations, Cretaceus rocks are unconformably overlain by the Pliocene Ogallala Formation. At the

WIPP, Permian strata arc overlain by 8 m (25 fl) of the Triwsic Dockum Group, discontinuous sands and gravels

of the Pleistocene Cratufia Formation, the informally named Plcistoeenc Mescalcro calichc, and Holocene soils

(Holt and Powers, 1990).
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1 Drilling in the Dewey Lake Red Beds has not identified a continuous zone of saturation. Some localized

2 zones of relatively high permeability were identified by 10SSof drilling fluids at DOE-2 and 11-3d(Mcrcer, 1983;

3 Beauheim, 1987a). Thin and apparently discontinuous saturated sandstones were identified in the upper Dewey

4 Lake Red Beds at H-1, H-2, and 11-3(Mercer and Orr, 1979; Mercer, 1983). Several wells operated by the J. C.

5 Mills R,anch (James Ranch) south of the WIPP produce sufficient quantities of water from the Dewey Lake Red

6 Beds to supply livestock (Brinster, 1991).

7 Hydrologic properties of supra-Rustler rocks am relatively poorly understood because of the lack of long-term

8 hydraulic tests and the difficulty of making those measurements. Ilydraulic conductivity of the Dewey Lake Red

9 Beds, assuming saturation, is estimated to be 10-8 nds (10-3 ftAJ),corresponding 10 tie hydraulic con~uctivity of

10 tine-graine(t sandstone ,and siltstone (Mcrcer, 1983; Davies, 1989). Porosity is es[imated to be about 0.20, which

11 is representative of tine-gmincd sandstone (Brinster, 1991).

12 2.2.3 Hydrology

13 2.2.3.1 PRESENT CLIMATE

14 The present c]imak! of southeastern New Mexico is arid to semi-arid (Swif~ 1992). Annual precipitation is

15 dominated by a late summer monsoon, when sol,ar warming of the continent mates an atmospheric pressure

16 gradient th~t draws moist air inland from the Gulf of Mexico (Cole, 1975). Winters arc cool and generally dry.

17 Mean annual precipitation at the WIPP has been estimated to bc between 28 and 34 cm/yr (10.9 and 13.5

18 in/yr) (1Iunter, 1985). At Carlsbad, 42 km (26 mi) west of the WIPP and 100 m (330 ft) lower in elevation, 53-

19 year (193 1-1983) annual means for precipi[a[ion and wmperaturc arc 32 cm/yr (12.6 in/yr) and 17.1‘C (63°F)

20 (university of New Mexico, 1989). Freshwater p,anevaporation in the region is estimated to be 280 cm/yr ( 110

21 in/yr) ([J.S. DOE, 1980).

22 Short-term climatic variahili[y can be consitlemhle in tie region. For cxampk, the 105-year (1878 to 1982)

23 precipi[alitm rccorxt from Roswcl], 135 km (84 mi) northwest of the WIPP and 60 m (200 ft) higher in elevation,

24 shows an annual mean of 27 cm/yr (10.6 in/yr) with a maximum of 84 crrdyr (32.9 in/yr) and a minimum of 11

25 cm/yr (4.4 in/yr) (Hunter, 1985).

26 2.2.3.2 PALEOCLIMATES AND CLIMATIC VARIABILITY

27 Based on the past record, it is reasonable to assume that climate will change at the WIPP during the next

28 10,000 years, and the performance-assessment hydrologic model must allow for climatic variabilityy. Presently

29 available long-term climalc models are incapable of resolution on the spatial scales required for numerical

30 prcxlictions of future climates at the WIPP (e.g., 1lanscn et al., 1988; Mitchell, 1989; Houghton et al., 1990), and

31 simulations using these models ,are of limited value beyond several hundreds of years into the future. Direct

32 modeling of climates during the next 10,000 ycam has not been attempted for WIPP performance assessment.
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Instead, ptiomallcc-:lssessment modeling uses past climates to set limits for future variability (Swift, 1991,

1992). The extcml to which unpruwlcntcd climatic changes caused by human-induced changes in the composition

of the Earth’s atmosphere may invalidate this assumption is uncertain. Presently available models of climatic

response m an enhanced greenhouse cffccl (e.g., Mitchell, 1989; Houghton ct al., 1990) do not predict changes of

a larger magnitude than those of the Pleismccne (although predicted rates of change are greater), suggesting the

choice of a Pleis[ocenc analog for future climatic cxh’emes will remain appropriate.

Geologic dw from (he American SouthwcsL show rcpcatcd alternations of weucr and drier climates

throughout the Pleis[occnc. which correspond to global cycles of glaciation and deglaciation (Swift, 1992).

Climates in soulhcastcrn New Mexico have been coolest and wettest during glacial maxima, when the North

American icc sheet rcachc(l i[s southern Iimi[ roughly 1200 km (750 mi) north of the WIPP. Mean annual

precipitation at these extremes was approximately twice that of the present. Mean annual temperatures may have

been as much as S‘C (9”F) cooler than at present. Modeling of global circulation pattcms suggests these changes

resulted from the disruption and southw,nrd displacement of the winter jet stream by the ice sheet, causing an

increase in the frequency and intensity of winter storms throughout the Southwest (COHMAP Members, 1988).

Data from plant ,andanimal remains and palco-lake levels permit quantitative reconstructions of precipitation

in southeastern New Mexico during the advance and retreat of the last major ice sheet in North America. Figure

2-15 shows estima[cd mean annual prccipi[at ion for the WIPP for the last 30,000 years, based on an estimated

present precipitation of 30 cm/yr (11.8 in/yr). The precipitation maximum coincides with the maximum advance

of the ice sheet 22,00010 18,000 years ago. Since the final retreat of the icc sheet approximately 10,000 years

ago, conditions have been generally dry, with intermittent and relatively brief periods when precipitation may have

approached glaciat levels. Causes of these Holocene fluctuations are unccrtairr (Swifg 1992).

Glacial periodici[ics have been slablc for the last 800,000 years, with major peaks occurring at intervals of

19,000, 23,000, 41,000 and 100,000 years, corresponding to variations in the Earth’s orbit (Milankovitch, 1941;

Hays et al,, 1976; Imbrie et al., 1984; Imbrie, 1985). Barring anthropogenic changes in the Earth’s climate,

relatively simple modeling of the nonlinear climatic response to astronomically controlled changes in tic amount

of solar energy reaching the Earth suggests that the next glacial maximum will occur in approximately 60,000

years (Imbric and Imbne, 1980). Regardless of anthropogcnic effects, short-tcnn, non-glacial climatic fluctuations

comparable to those of the klst 10,000 yc,ars ,are probable during the next 10,000 years and must be included in

performance-assessment modeling.

Climatic variability will bc incmporatcd into the modeling system conceptually by varying groundwatcr flow

into the Culebra Dolomite Member of the Rustler Formation as a scaled function of precipitation (Swift, 1991).

Short-term variability in precipitation is approximated with a periodic function that generates peaks of twice

prcscnl precipitation thrrx times during the next 10,000 years and with a future chmatc that is wetter than that of

the present opproximatcly onc half of the time. Long-tcnn, glacial increase in precipitation is approximated with

a periodic function tha( rcachcs a m,aximum of twice present precipitation in 60,000 years. For this performance

mscssment, climatic variability has been included in the crmscquencc analysis by varying boundary conditions of

the Culcbra groundwater-flow rnodcl as a scaled function of future precipitation. Potentiomctric heads along a

portion of the northern boumt,aries of tic regional model domain were varied between present elevation and

approximately the ground surface, reaching maximum elevations at tirncs of maximum precipitation.
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figure 2-15. Estima[ed mean annual precipitation at the WIPP during the Late Pleistocene and Holoccnc
(modilicd from Swif[, 1992).
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2.2.3.3 SURFACE WATER

‘l-hc Pccos River, lhc principal surface-water feature in southeastern New Mexico, flows southeastward in

Eddy County approximately parallel to Ihc axis of the Delaware Basin (Figure 2-1) and drains into the Rio Grande

in western Texas. In the vicinity of the WIPP, the drainage systcm includes small ephemeral creeks and draws and

has a drainage area of about 50,000 km2 (20,000 mi2). At its closest point, the Pecos River is about 20 km

(12 mi) soulhwcsl of the WIPP (Brins[cr, 1991).

Very little, if any, 01 [he surface waler from Nash Draw reaches the Pccos River (Robinson and Lang, 1938;

Lambcrt, 1983). Several shallow, saline lakes in Nash Draw cover an area of about 16 km2 (6 mi2) southwest of

the WIPP (Figure 2-6) and COIICC1precipitation, surface drainage, and groundwater discharge from springs and

seeps. The Iargesl lake, Laguna Grandc (Ic 1a Sal, has existed throughout historic time. Since 1942, smaller,

inkmni[ten~ saline lakes have formed in closed depressions north of Laguna Grandc de la Sal as a result of efflucm

from potash mining and oil-well dcvclopmcnt in (he area (Hunter, 1985). Effluent has also enlarged Laguna

Grande de 1aSal.

2.2.3.4 THE WATER TABLE

No maps of the water table are availahlc for the vicinity of the WIPP. Outside of the immediate vicinity of

the Pccos River, where water is pumped for irrigation from an unconfined aquifer in the alluvium, near-surface

rocks arc either unsa Iurakxlor of low permeability ,anddo not produce water in wells. Tests of the lower Dewey

L,akc Red Beds in H-14 [hat were inlcndcd [o provide information about the location of the water table proved

incorwlusivc because of low Iransmissivilies (Beauheim, 1987a). Livestock WCIIScompleted south of the WIPP in

the Dewey Lake Rcd Beds at the J. C. Mills Ranch (James Ranch) may produce from perched aquifers (Mercer,

1983; Lappin ct al., 1989), or they may produce from transmissive zones in a continuously saturated zone that is

elsewhere unproductive because of low tmnsmissivilics.

Regionally, wa[cr-table conditions can be inferred for the more permeable units where they are close to the

surface and satura[cd. The Culcbra Dolomi[c may he under water-lable conditions in and near Nash Draw and near

regions of the Rus[lcr I:ormatiou ou[crop in Bear Grass Draw an(J Clayton Basin north of the WIPP (Figure 2-6).

lhe Magen[a Dolomilc is unsaturated and presumably above the water table at WIPP-28 ,andH-7 near Nash Draw.

Wa[cr-table conditions exist in Ihc Rustler-Salado contact zone near where i[ discharges into the Pecos River at

Malaga Bend (Brinstcr, 1991).

2.2.3.5 REGIONAL WATER BALANCE

Hunmr (1985) examined (1ICoverall water budget of approximately 5180 km2 (2000 mi2) surrounding the

WIPP. Wa[cr inflow [o the area comes from prccipi[ation, surface-waler flow in the Pecos River, groundwatcr

11OWacross the boundaries (JI Ihe region, and water imported to Ihc region for human USC. Outflow from the

water-budget model occurs iLsslrcam-waler flow in the Pccos River, groundwatcr flow, and cvapotranspiration.

Volumes of water gnincd by precipitation and lost by cvapotranspiration arc more than one order of magnitude

Iargcr than volumes gained or 10s[by o[hcr means.
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1 Uncertain[ics about precipitation, evapotranspiration, and water storage within the system limit the usefulness

2 of estitnatcs of groundwamr rcchargc hasc(t on waler-budget ardyscs. Rcgionatl y, Hunlcr (1985) conchtdcd that

3 approximately 96 percent of precipitation was lost diredy to evapotranspimtion, without entering the surface or

4 groundwater flow systems. Within IIW 1000 km2 (386 mi2) immediately around the WIPP, where no surface

5 runoff occurs and all precipitation not lost to evapotranspiration must rcchargc groundwater, a separate analysis

6 suggested evapotranspira[ion may be as high as 98 to 99.5 percent (1Iunter, 1985). Direct measurements of

7 infiltration rates are not available from the WIPP vicinity.

8 2.2.3.6 GROUNDWATER FLOW ABOVE THE SALADO FORMATION

9 Well tests indicate that the three most pcrrncable units in the vicinily of the WIPP above the Satado

10 Fortnalion are the Culcbra Dolomite and Magenta Dolomite Mcmhers of the Rustler Formation and the residuum

11 at the Rustler-Salado contacI zone. The verlical penneabilities of the strata separating these units are not known,

12 but litlmlogies and the poten(iometric and geochcmicul data summarized below suggest that for most of the

13 region, vertical flow belween tic units is very slow. Although preliminary hydrologic modeling indicates that

14 some component of vertical flow bclwecn units can he compatible with observed conditions (Haug et al., 1987;

15 Davies, 1989), the Culebra is msumcd 10be pcrfccIl y confined for the 1992 performance-assessment calculations.

16 Potentiometric Surfaces

17

18

19

20

21

22

23

24

Mcrcer ( 1983) and Brinsttv’( 1991) have constructed Polenliomctric-surface maps for the Rusllcr-Salado residuum,

the Culebra Dolornitc, and the Magenta Dolomite; Brinster’s (1991) maps are reproduced here (Figures 2-16,2-17,

and 2-18). l%CSCmaps show the clevmion above sea level m which fresh waler would rise in a WC1lopen to each

unit. Contours arc based on measured heads (water clcvatious in WCIIS)hat have been adjusted to frcshwatcr-

cquivalcnt heads (the lCVCIm which fresh waler would rise in the same well). Maps for the Culebra and the

Magma Dolomites are based on dam from 31 and 16 wells, rcspectivel y. The map for the Rustler-Salado

residuum incluctcs data from 14 wells and water elevations in the Pccos River, reflecting an assumption that watcr-

tablc conditions exist in tile unit twar the river.

25 Bccausc the data used to construct Ihc pokmtiomelric maps arc sp,arscand unevenly distributed, interpretations

26 must be made with caution. For example, lhc “bull’s-eye” patterns visible in all three maps arc controlled by

27 single data poin[s, and would probably disappc,ar from the maps if sufficient data were available. Contours arc

28 most reliable where data arc closely spaced, parliculady in the immediate vicinity of the WIPP, and are least

29 reliable where they have been extrapolated in(o ,arcasof no da@ such as the smtthcast portion of the mapped area.

30 With these caveats noted, however, the po[entiomctric maps can bc useful in drawing conclusions about flow both

31 within and helwcen the thK!e units.

32 Flow of a constant-dcnsi[y liquid within an isotropic medium would be perpendicular to the potentiometric

33 contours. Near the WIPP, Iocatiml regions have been idcntificct where variations in brine density result in non-

34 uniform gravi[a[iona] driving forces and anomalous flow directions (Davies, 1989), and the effects of anisotropy

35 on 11OWpat[cms ,arc noI fully undcrsmod. In general, however, Ilow in the Rustler-Salado contact zone is from
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1 northeast [o southwcs[. f-low in (he Culcbra is from north to south, and flow in [he Magenta is from cast to west

2 in that portion of the sIudy area where data are sufficient to permit interpretation (i.e., near the WIPP).

3 Differences in flow directions may reflect long-term transient conditions (see “Recharge and Discharge” in Section

4 2.2.3.6) and indicate low permeability of the strata separating the three units; that is, if the three functioned as a

5 single aquifer, potentiometric maps would be similar.

6

7

8

9

10

11

12

13

14

Flow between uni[s also is a function of hydraulic gradient and can be interpreted qualitatively from the

potentiometric maps. Like lateral flow within units, vertical flow between units is from higher potcntiometric

levels to lower levels. Differences btxwccn the elevations of the pxentiomctric surfaces reflect low penneabilities

of the intervening strata and slow rates of vertical leakage relative to rates of flow within the aquifers. Brinster

(1991), and Beauheim ( 1987a) present analyses of vertical hydraulic gradients on a well-by-well basis. These

analyses suggest that, if flow occurs, the direction of flow between the Magenta and the Culebra is downward

throughout the WIPP area. Directly above the repository, flow may be upward from the Rustler-Salado residuum

to the Culebra Dolomi[c. Elsewhere in the region, both upward anrJ downward flow directions exist between the

two units.

15 Groundwater Geochemistry

16 Major solute gcochcmical data arc available for groundwater from the Rustler-Salaclo contact zone from 20

17 wells, from the Clricbra Dolomite from 32 wells, and from the Magenta Dolomite from 12 wells (Siegel et al.,

18 1991). Groundwatcr quality in all three units is poor, with total dissolved solids (TDS) exceeding 10,000 mg/L

19 (the concentration specified for regulation by the Individual Protection Requirements of 40 CFR 191B) in most

20 locations.

21 Waters from the Rusllcr-Satado conlact zone have the highest TDS concentrations of any groundwaters in the

22 WIPP area. The lowest concentration reported from the unit is 70,000 mg/L from H-7c southwest of the WIPP,

23 and the highest is 410,000 mg/L from H-5 at the northeast corner of the land-withdrawal area (Siegel et al., 1991).

24 Waters from the Magenta Dolomite are the least saline of those in the confined units. Within the land-

25 withdrawal area, ‘l-LXconcenma[ions range from approximately 40001025,000 mg/L. Higher values arc reported

26 from 11-10 southeast of the WIPP, where the s,ample is of uncertain quality, and from WIPP 27 in Nash Draw,

27 where grmmdwatcr chemistry has been altered by dumping of effluent from potash mines (Siegel et al., 1991).

28 Ciroumlwatcr chemistry is variable in the C.ulebra Dolomite. A maximum TDS concentration of 324,100

29 mg/L is reported from WIPP-29 west of the repository in Nmh Draw, and a minimum value of 2830 mg/L is

30 reported from H-8, 14 km (9 mi) southwcs[ of the repository. Three other wells (H-7, H-9, and the Engle well),

31 all south of the WIPP, also con[ain water with Icss Ihan 10,000 mg/L “tlXS(Siegel et al., 1991).

32 Relative concentrations of major ions vary spatially within the Culebra Dolomite. Siegel ct al. (1991)

33 recognized four zones containing distinct hydrochemical facics (llgure 2-19) and related water chemistry to the

34 distribution of halite in the Ruslicr Formation. Zone A contains a saline (about 2 to 3 molal) sodium chloride

35 brine with a magnesium/calcium molar ratio greater than 1.2. 7mnc A waters occur eastward from the repository,
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in a region that corresponds roughly with the area of lowest transmissivity in the Culcbra Dolomite. Halite is

present in tic unnamed lower member of the Rustler Formation throughout Zone A, and in the eastern portion of

the region halite occurs in the upper members as well. Zone B is an area of dilute, calcium sulfate-rich water

(ionic s~engti leSSthan 0.1 moki) south of tic repository. Ilis region generally has high transmissivity in the

Culebra Dolomite, and halite is absen[ from all members of the Rustler Formation. Zone C, extending from the

repository west to Nash Draw, conlains waters of variable composition with low to moderate ionic strength (0.3

to 1.6 molal), with magnesium/calcium molar ratios less than 1.2. Transmissivity is variable in this region, and

halite is present in the Rustler Forma[ion only to the cast, in the unnamed lower member. Salinities are highest

near the eastcm edge of the zone. Zone D waters, found only in two WCIISin Nash Draw, arc anomalously saline

(3 to 6 molat) and have high potassiundsodiurn ratios that reflect contamination by effluent from potash mines.

Distribution of the hydrochemical facics may not be consistent with the inferred north-to-south flow of

groundwatcr in the Culchm Dolomite. Specifically, less saline waters of Zone B arc down-gradient from more

saline waters in Zones A and C. Chapman (1988) suggested that direct recharge of fresh water from the surface

could account for the ch,amc[cristics of Zone B. As discussed in more detail below (“Rcchargc and Discharge”

section), the inconsistency between c~cmical and poten[iornctric dam could ,nlsoresult from a change in location

and amount of recharge since (1wwetter climate of the last glacial maximum (Lambcrt, 1991). Present flow in

the Culebra could be transient. reflecting gradual drainage of a groundwater reservoir filled during the Pleistocene

(Lambcrt and Carter, 1987; Davies; 1989; Lambert, 1991). Regional hydrochemical facics may not have

equilibrated with the morlcrn flow regime and instead may reflect geographic distribution of halite during a past

flow regime (Siegel and Lamlxxt 199I).

21 Recharge and Discharge

22

23

24

25

26

27

28

29

30

The only documented poin[s of nalumlly occurring groundwatcr discharge in the vicinity of the WIPP arc the

saline Iakcs in Nash Draw and the Pecos River, primarily near Malaga Bend (Hunter, 1985; Brinster, 1991).

Discharge into the lakes from Surprise Spring was measured at a rate of less than 0.01 m3/s (0.35 ft3/s) in 1942

(Hunter, 1985). Estimated Iotal groundwa[cr discharge into the lakes is 0.67 m3/s (24 ft3/s) (Hunter, 1985).

Based on chemical and potcntiomctric da~a, Mercwr (1983) concluded that discharge from the spring was from

fractured rind more transmissive portions of the Tam,arisk Member of the Rustler Formation, and that the lakes

were hydraulically isolated from the Culebra Dolomite and Iowcr units. L,ambcrt and Harvey’s (1987) analysis of

sLtblc isotopes in water from Surprise Spring suppor[s [hc conclusion that Surprise Spring and Laguna Grandc de

la S(alarc not discharge points for lhc Culcbra Dolomite.

31 Groundwaler dischaqy! inm the Pccos River is larger than discharge into the saline Iakcs. Based on 1980

32 stream-flow gage data, Hun[er (1985) estimated that groundwatcr discharge into the Pecos River between Avalon

33 D:un north of Carlsbad and a point south of Malaga Bend was no more than approximately 0.92 m3/s (33 ft3/s).

34 Most of this gain in stream 11OWoccurs near Malaga Bend and is the result of groundwater discharge from the

35 residuum at the Rustler-Salado contact z.onc(Hale ct al., 1954; Kunkler, 1980; l-luntcr, 1985; Brinstcr, 1991).

36 The only documcnlcd poin[ of groumlwa[cr rcchargc is also nc,ar Malaga Bend, where an almost immediate

37 wa[er-level rise has been reported in a Rus[lcr-Sala&~ residuum well following a heavy rainstorm (Hale et al.,
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1954). This location is hydraulically down-gradient from the repository, and recharge here has little relevance to

flow near the WIPP. Examination of’the potcnliometric-surface map for the Rustler-!%dado contact zone (Figure

2-16) indica[cs that some inflow may occur north of the WIPP, where freshwater-equivalent heads are highest.

Additional inflow m the contact zone may occur as leakage from overlying units, particularly where the units are.

CIOSCto the surface and under water- tah]c conditions. Brinstcr (1991) propostxl that inflow to the contact zone (and

other units in the Rustler Formation) could also come from below, upward through breccia pipes from the Capitan

aquifer north and easl 01’the repository.

No direct evidence exists for the location of either recharge to or discharge from the Culebra Dolomite. The

potentiornetric-surface map (Figure 2-17) implies inflow from the north and outflow to the south. Mercer (1983)

suggested that rcch,argc from the surface probably occurred 15 to 30 km (9 to 19 mi) northwest of the WIPP in and

north of Clayton Basin (Figure 2-6), where the Rustler Formation crops out. An undetermined amount of inflow

may also occur as leakage from overlying uni~sthroughout the region.

The potcntiomctric-su rface map (Figure 2-17) indicates that flow in the Culcbra Dolomite is toward the

south. Some of this s(m[hcrly flow may cn[cr the Rustler-Salado contact zone under water-table conditions near

Malagt Bend and ultimately discharge into the Pccos River. Additional flow may discharge directly into the Pecos

River or into alluvium in the Balmorhca-Loving Trough to the south (Figure 2-6) (Brinster, 1991).

Recharge to the Magenta Dolomi[e may also occur north of the WIPP in Bear Grass Draw and Clayton Basin

(Mercer, 1983). The polcnliometric-surface map indicates that discharge is toward the west in the vicinity of the

WIPP, probably in[o lIw Tam,arisk Member and the Culcbra Dolomite near Nash Draw. Some discharge from the

Magenta Dolomi[e may ul[ima{cly reach [he saline lakes in Nash Draw. Additional discharge probably reaches the

Pccos River at Maiaga Bend or alluvium in the Balmorhca-Loving Trough (Brinster, 1991).

Iso[opic data from grorrndwatcr samples suggest that grountlwater travel time from the surface to the Dewey

Lake Red Beds and [he Rustler Fortnation is long and rates of flow are extremely slow. Low tritium levels in all

WIPP-area samples indica(e minimal con[rihu[ions from the atmosphere since 1950 (Lambert and Harvey, 1987).

Four modeled radiocarbon ages from Rustler Formation and Dewey Lake Rcd Beds groundwater are between

12,000 and 16,000 years (Larnbert, 1987). Ohscrvcd rrmnium isotope activity ratios require a conservative

minimum rcsidencc time in the Culehra Dolomite of several thousands of years and more probably reflect

minimum ages of 10,000 to 30,000 years (Lamhcrt and Carter, 1987). Stable-isotope data are more ambiguous:

Lambert and Harvey (1987) concluded that compositions arc distinct from modcm surface values and that the

contribution of modern rcchargc m the syslcm is slight, whereas Chapman (1986, 1988) concluded that available

slablc-isolope dala do no[ pcrrnit interpretations of groundwatcr age. Additional stable-isotope research is in

progress and may resolve some uncertainty about groundwatcr age.

Potcntiornctric data from four wells support lhc conclusion that Iittlc infiltration from the surface reaches the

transmissive unils of [IN Rustler Fonna[ion. Hydraulic head data are available for a claystone in the Forty -niner

Member from DOE-2, H-3, H-4, H-5, and H-6. Comparison of these heads to Magenta heads in surrounding

wells shows that [low hctween lhc units at all four wells may bc upward (Beauhcim, 1987a). This observation

offers no insighl inlo Ihc possibility of infiltration reaching the Forty -nincr Member, but it rules out the

possibility of infil[ra[i(m reaching the Magenta Dolomite or any deefwr units at these locations.

2-37



Chapter 2. Conceptual Basis for Consequence Modeling

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

Location nnd amounl of groundwa[cr recharge and discharge in the area may have been substantially different

during wetter climates of the Plcisloccne. Gypsiferous spring deposits on the east side of Nash Draw arc of late

Pleistocene age and rctlcct discharge from an active water table in the Rustter Formation (Bachman, 1981, 1987;

Davies, 1989; Brinstcr, 1991). Coarse sands and gravels in the Plcismeene Gatufia Formation indicate deposition

in high-energy, though-going drainage systems unlike those presently found in the Nash Draw area (Bachman,

1987). Citing isotopic evidence for a Pleistocene age for Rustler Formation groundwater, Lambert and Carter

(1987) and Lambert (1991) have speculated that during the late Plcismcene, Nash Draw may have been a principal

recharge area, and ftow in the vicini[y of the WIPP may have been eastward. In this interpretation, there is

essentially no rcch,argc at the prcsem, and the modcm groundwatcr-ffow fields rcflec[ the gradual draining of the

strata. Preliminary modeling of long-[cnn fransicn[ flow in a lwo-dimensional, east-west cross section indicates

that, afthough the conccpl remains unproven, it is not incompatible with observed hydraulic properties (Davies,

1989). As the performance-assessment groundwatcr-flow model is further developed and refined, the potential

significance of uncertainty in the location and amount of future recharge will be re-evaluated.

2.2.4 Radionuclide Transport in the Culebra Dolomite

Hydraulic tests using nonreactive tracers have been conducted in the Culebra Dolomite Member of the Rustfer

Formation nc,ar the WIPP at the H-2, H-3, H-4, H-6, and H-11 hydropad WCIIlocations (Kelley and Pickcns,

1986; Saulnier, 1987; Beauhcim, 1987b,c; Jones ct al., 1992) (see Figures 2-6 and 2-8 for WCIIlocations). At the

H-2 and H-4 hydropads, transmissivi[y in the Culebra is low, and tracer test results are best explained by

ch,aractcrizing the Culehra M a single-porosity, matrix-only medium in which interconnected opr fractures are not

present (see Section 2.2.2.6 for a discussion of fractures in the Culebra). At the H-3, H-6, and H-11 hydropa(ls, a

dual-porosity, fracture-plus-matrix model for transport provides the best agreement with the tracer test data.

Neither a single-porosity, fracture-only nor a single-porosity, matrix-only model provides a suitable interpretation

of the tracer test data al these locations (Jones ct at., 1992). ‘Ile H-3 and H-11 hydropad locations lie south and

southeast of the waste panc]s, wi[hin (1Nprecfictcd flow paths from the panels (LaVcnuc and RamaRao, 1992), and

the WIPP PA Dep.armwnt IIwret’ore believes lha[ a dual-porosity transport model provides the most realistic

estimate of subsurlacc releases al [he accessihlc environment boun(f.ary. Altcmative conceptual models for both

single-porosity, frac[urc-only transport (believed m he an unrealistic but known endpoint of a continuum of

models on which a realistic endpoinl is uncertain) and duaf-porosity, matrix-plus-fracture transport (believed to be

realistic) were used in the 1992 PA. Results are comp,ared in Volume 1, Chapter 5 of this report.

Unlike the nonreactive materials used in tracer tests, radionuclides may be rcfarded during transport by

chemical interactions with the rock. Distribution coefticicnts (Kds, mug), defined for a given element as the

concentration sorbed per gram of rock divided by the concentration per a milliliter of solution, are used to describe

the partitioning of radionuclidcs between groundwatcr and rock. As described in Section 7.6, Kds are then used to

derive retiar(fation factors, dclined as mean fluid velocity divided by mean radionuclide veloeity, which fake into

account pore space gcomclry and the thickness of clay linings that line pores and fractures as WC1las Kd Wfue$.

Distribution coefficients may be (fcturnined experimentally for individual radionuclidcs in specific water/reek

systems (e.g., Lappin et aI., 1989), but bccauw values arc strongly dependent on water chemistry and rock

miner,afogy and the nature of (he flow systcm, experimental data cannot be extrapolated directly to a complex

naturaf system. For the 1992 (and 1991) preliminary performance assessments, cumulative distribution functions
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1 (cdfs) for K~s were based on judgment elicited from an expert panel as rJescribed in the following section. In

2 keeping with the agrccmcn( between the DOE and the State of New Mexico (U.S, DOE and the State of Ncw

3 Mexico, 1981, as modi[icd), K~s USC(Iin final compliance evaluations will be based on experimentally justified

4 data

5 SL!nsitivity and yscs performed as part of the 1990 PA indicated that, conditional on the models and

6 distributions used in the 1990 calculations, variability in distribution coefficients was one of the most important

7 contributors 10overall wariabilily in cumulative releases through groundwater transport (Hclton et al., 1991), and

8 that overall performance wiLssensitive to the choice of conceptual model (single porosity versus dual porosity) for

9 transport (Bertram-Howcry et al., 1990). Sensitivity analyses performed as part of the 1991 PA confirmed the

10 importance of both chemical rmrda(ion and physical retardation (Helton et al., 1992). The potential impact of

11 uncertainty in the conceptual model for Imnsport is examined again in the 1992 PA.

12 2.2.4.1 EXPERT JUDGMENT ELICITATION FOR Kds

13 Unlike olhcr expert panels organized for WIPP performance ,asscssmcn~ which consisted of experts with no

14 formal affiliation with SNL (e.g., the future intrusion and markers panels discussed in Chapter 5 of this volume

15 and the source tcrrn panel discussed later in [his chaplcr), the Radionuclidc Rctardatiorr Expert Panel consisted of

16 SNI. staff members WIN arc currently working or have worked on retardation in the Culebra. In other regards,

17 procedures for the prescnla(ion of the issues and the elicitiition of results were as suggested by Hera and Iman

18 (1989) ,andBon,anoct al. (1990).

19

20

21

22
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‘Ilc Radionuclide Retardation Expert Panel was rcqucstcd to provide probability distributions for distribution

(sorption) coefficients for eight elements (americium, curium, uranium, neptunium, plutonium, radium, thorium,

aml lead) that represent a spatial average over the total area of concern (from a hypothetical intrusion borchole to

the boundary of the accessible environment). This was m be done for two separate cases: (1) the coeflicicnts that

rcsuit from tbc clay [hat Iincs Ihe lracturcs in the Culebra Dolomite, and (2) the coefficients that result from the

matrix pore space of Ihc Culebra Dolomite. During the meetings, the panelists decided to further break down the

problem by examining the coefficients Ihat would result from the particular reek species and two different

transport fluids: (1) transport fluid Ihat is predominantly relatively Iow-salinit y Culcbra brine, or (2) transport

fluid that is predominantly high-salinity Salado brine. Probability distributions were thus provided for four

situations for each rmliorruclide.

Two short meetings were held in April 1991 to discuss the physical situation and the issue statement. The

period betwcen the second and third meetings (approximately onc month) was available for the panelists to

examine the existing dam base and discuss [he WSutL\ with each other. The third meeting, held at the end of May

1991, invotwxl [he expert judgmcn[ clici[a[ion training, a discussion among the panelists as to the cases and

assumptions m be used during [he elicitation, and the acuml elicitation sessions. At the request of onc of the

panelists, j udgmcnls were elici[ed sepmaicly from (he experts. Each panelist provided distributions where they

were able. Incomplckmcss rcsulkxt in some c,ases from a lack of knowledge about a p,artictdar radionuclidc.

Specific distributions provided by each panelist ‘arcpresented in Volume 3 of the 1991 edition of this report
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(Section 2.6.10 of WIPP PA Division [199 lc1). The composite distributions used in the 1992 pcrformance-

assessmcnt calculations arc provided in Volume 3 of this report (Section 2.6.4).

The panelists judgmenLs were hascd on a body of data genera[ed largely byexperiments with rock samples

taken

●

●

from boreholcs in (I)c vicinity of the WIPP (Trauth et al., 1992):

plu[onium Kds (Dosch and Lynch, 1978; Lynch and Dosch, 1980; Dosch, 1980; Nowak, 1980; Seine et

al., 1977; Tien ct al., 1983)

americium K(Is (Dosch and Lynch, 1978; Lynch and Dosch, 1980; Nowak, 1980; Scme et al., 1977; Tien

ct al., 1983)

. curium Kds (Dosch and Lynch, 1978; Scme et al., 1977; Tien et al., 1983)

.

.

.

.

.

neptunium Kds (Dosch and Lynch, 1978; Semc et al., 1977; Tien et al., 1983)

uranium Kds (Dosch, 1981; Dosch, 1980, Seine ct at., 1977; Ticn et al., 1983)

strontium K(ts (iLs analog for radium) (Dosch and Lynch, 1978; Lynch and Dosch, 1980; Dosch, 1980;

Scme ct al., 1977)

radium and lead KdS (Ticn et al., 1983)

thorium Kds (Ticn et al., 1983).

l%c Kd valueS reported in theSCreferences were calculated by indirect means: Measurements were not taken of the

activity sorbed m lhc rock. Ralhcr, measuremems were taken ,as to the activity lost from the solution contacting

the reek.

Tien ct al. (1983) differed in their expcrinwn[at approach from the other experimenters cited above. Tien et al.

( 1983) compiled cxperimen[al distribution coefficients from open literature that might be applicable to

investigations of a potential repository site in bedded .sattin the Palo Duro Basin .of Texas.

2.2.4.2 PLANNED AND ONGOING EXPERIMENTAL WORK RELATED TO RADIONUCLIDE
TRANSPORT IN THE CULEBRA

The WIPP Test Phase Plan ([J.S. DOE, 1990a, currently in revision) contains experimental programs that

will provide additional information on both chemical and physical rekvdation.

Chemical retardation will bc addrt!sscd through laboratory experiments that will measure adsorption of

radionuclidcs as a function of water composition to chamcterize adsorption in the wide range of groundwater

compositions expcctcd in the Cldebra. Batch sorption experiments, in which crushed Culebra rock will be placed
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1 in a brine solution containing the radiouuclidcs of interest, will provide Kd values for many different conditions,

2 but will provide Iilllc information about retardation in naturat fractures. Kds based on these experiments will

3 provide an upper bound on the amount of sorp[ion that can be expected. A set of column-flow experiments is

4 therefore in pmgrcss lhaLwill mt!a..urc ra(lionuclidc sorption in columns of intact Culebra rock (core samples from

5 the Air lnmke Shaft fit Ihc WIPP), thus providing a more direct dctcnnination of natural (both chemical and

6 physical) retardation in the Culcbra (see U.S. DOE, 1992, and references cited therein for additional information

7 about these experiments).

8

9

10

11

12

13

14

15

16
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Retardation could also bc addressed through tracer tests at a proposed ncw seven-well hydropad, to be called H-

19 (Bcauhcim and Davies, 1992). Ile test may be conducted at the site of an existing WC1l(e.g., H-3), or a new

location may he sclcctcd. In either case H-19 will be in a region of relatively high transmissivity south or

southeast of the waste panels, within tlw envelope of predicted flow paths to the accessible environment. ‘Icsts

with both conservative and reactive (but not radioactive) tracers will examine transport along various paths

bctwccn a central well and six oulw wells drilled fitdifferent radii from the central location. Specific objectives of

tlwsc tcsls ,are to: a&tress questions about vcr[ical hc[crogcnci[y in the Culcbra (tests will isolate specific

horimnlal Iaycrs within Ihc Culehra in different WCIISto cxarninc vcrlical I1OWand transport between layers); to

provide data m allow evaluation of al[crnative conceptual models for transport in the Culcbra, including

anisotropic, heterogeneous, and chmmcliug models; 10provide information about chemical retardation processes on

a field scale; 10 provide additional evidence that matrix diffusion is an important process in retardation; and to

provide core samples for additional laboratory tests from the region of predicted flow paths to the accessible

envimnmcnt. Rcsul[s of the field tracer IcsL$ are anticipated to be available for use in performance assessment

beginning in 1995 (Bcauhcim and Davies, 1992).

22 2.3 Engineered Barrier System
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The WIPP disposal systcm includes tmginecred b,arricrs that minimize the rate at which radionuclidcs may

migrale through the hydrogeologic sct[ing to the accessible environment. As presently designed, the repository

relics on seals in panels. drifts, and shafts to prevent migra[ion through the excavated openings. If performance

assessments indicate additional h.arricrs ,are needed to reduce potential radionuclide transport up an intrusion

borcholc, modifications can be made to the form of the waste and backfill or to the design of the wastc-

cmplaccnwnt ,arcas that will cnhancc Iong-tcrrn performance. Section 2.3 conlains descriptions of the repository

and scat design, the wm[c, [hc radionuctidc s(mrcc [am, and the room/waste in[emctious. Because the performance

of enginccrext barriers is dcpendcn( on the properties of Ihc surrounding stmta, Section 2.3 also contains additional

int’onnalion about the Salado Formation al the rcposi[ory horizon.

32 2.3.1 The Salado Formation at the Repository Horizon

33 Dcpositional proccsscs lhat crcatcd (11cSalndo Formation were laterally persistent over karge areas, and

34 individual stratigmphic horizons within the fonna[ion can be recogniz.cd in potash mines and boreholcs throughout

35 the WIPP region (Lowenslein, 1988). For[y-four anhydri[c and polyhalitc “m,arkcr beds” in the Salado Formation

36 have been identi[kt and numtwrcd wi[hin [he approximately 2700 km2 (10S0 mi2) of the Carlsbad potash mining
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1 district (Jones et al., 1960). Thinner’ ink!rbcds of anhydrite, clay, and polyhalitc occur throughout the formation,

2 and are also laterally Pcrsis[cnl.

3 Lithologic Iaycrs in the Salado Formation dip less than 10 to the southeast at the WIPP, and the wastc-

4 emplacement area is being excavated at a constant stratigraphic horizon rather than at a constant elevation so that

5 all waste panels will sham the same local stratigraphy. This slight slope 01 the repository will result in a

6 difference in floor elevation hctween the highest and lowest panels of less than 10 m.

7

8

9

10

11

12

13

14

Panels are cxcavatc(t cutirely within a 7.3-m (24-ft) thick section of halite and polyhalitc between anhydrite

marker beds 138 (MB 138) and 139 (MB 139), approximately 380 m (1250 1“[)below the top of the Salado

Formation (Figure 2-20a). Waste-emplacement panels arc excavated in the lower portion of this section,

approximately 1.4 m (4.6 ft) above MB 139 (Figure 2-20b). Excavation has penckated MB 139 in sumps of all

four shafts, and in other locations. Experimental rooms, located in a separate paII of the repository north of the

waste-emplacement area (SCCSection 2.3.2), have been excavated at a stratigraphic level higher than that of the

wa.ste-emplacement panels, in part, so.that borehole tests cm bc conducted beneati the room floors in undisturbed

strata of the waste-cmplacemen[ horizon.

15 Anhydrite inlerbeds are of import;mcc lor performance assessment because they are more permeable than the

16 halite Iaycr containing the disposal room, and therefore provide the dominant pathway for fluid migration. As

17 discussed in more delail in Volume 3, presently available WIPP test data indicate undisturbed permeabilities

18 ranging between 10-16 and 10-21 m2 for anhydrite and between 10-19 and 10-24 m2 for halite (Gorham ct al.

19 memo in Volunw 3, Appendix A of this reporl). Interbcds included in the 1992 performance assessment arc

20 MB 139, ‘andanhy(hiles A and B and MB 138 Ioca[ed above the waste-emplacement panels (Figures 2-20a and 2-

21 20b).
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Excavation of the repository and the consequent release of lithostatic stress has seated a disturbed rock zone

(DRZ) around the underground openings. The DRZ at the WIPP has been confirmed by borchole observations,

geophysical surveys, and gas-flow tests, and varies in extent from 1 to 5 m (3.3 to 16.4 ft) (Stormont et al.,

1987; Peterson el al., 1987; Lappin e( al., 1989). Fractures and microfractures within the DRZ have increased

porosily and pcrmt!abi]i[y of the rock aml incrcmd h-inc flow from the DRZ to the excavated openings (Bores and

Stonnont, 1988, 1989). Fracturing has oecurrcd in MB 139 below the waste-emplacement panels and in both

anhydrites A and B above the w:iste-emplacement panels. It is not known how far fracturing in the anhydntc

intcrbeds extends Iatcrally from the excavations at this time, nor is the ultimate extent of the DRZ known. Most

dcformatitm related to dcvclopmcnt of the DRZ is believed to occur in the first five years after excavation (Lappin

ct al., 1989).

32 Fracturing in the DRZ, particularly in lhc anhydritc interbeds, may provide an enhanced pathway for fluid

33 migration OUIof the repository and possibly around panel and drift seals. Characterization of fracture-related

34 pcnneabili[y in [hcsc layers is csscn[ial 10modeling of two-phase (gas and brine) fluid flow into and out of the

35 repository. Work is in progress On modeling (1)cpossible pressure dependency of fracture permeability in

36 ,anhydrite inlerbcds, and rcsul[s will he incorporated in future PAs.
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1 Borchole otwrva[ions d’ pore-lluid pressure and permc!ability suggest that there may be a transition zone

2 extending outward beyond (he DRZ. Within this transition zone pore-lluid pressures have dropped from their

3 undisturbed, prc-excavation lCVC1,apparently without irreversible rock d,amage and large permeability changes

4 (Gorham et al. memo in Volume 3, Appendix A of this report). “~he full extent of the transition zone is

5 uncertain, as arc ils material properties. Propcr[ics of the transition zone u.scd in the 1992 PA calculations arc

6 discussed in a mcmoramlum of July 14, 1992 by Davies et al. in Volume 3, Appendix A of this report.

7 2.3.2 Repository and Seal Design

8 Major componcn[s of repository design that affect performance assessment are the waste itself, the

9 underground waste-emplacement (areaan(l its access tilfts and shafts, and the seals that will be used to isolate the

10 emplacement area when (he repository is decommissioned. The underground workings will ultimately consist of

11 cigh[ was[e-ctnpl:lcclnctll panels, access drifts and shafts, and an experimental area (F@re 2-21). Drifts in the

12 ccntml potlion of the repository will ,alsobe used for waste cmplaccment, providing the equivalent of an additional

13 two panels for waste cmplaccnwnt. A more detailed discussion of repository design is available in Volume 3 of

14 this report.

15 All umlcrground horizontal openings ,arerectangular in cross section. The emplacement area drifts are 4.0 m

16 (13 f[) high by 7.6 m (25 11)wick; the disposal rooms arc 4.0 m (13 ft) high, 10.1 m (33 ft) wide, and 91.4 m

17 (300 ft) long. Pillars between rooms ‘are30.5 m (100 f[) wide. ‘Ile eight waste-emplacement panels will each

18 have an initial volume of 46,000 m3 (1.6x 106 ft3). The northcm drift emplace area will have an initial volume

19 of 34,000 m3 (1.2x 106 f13), and [hc soulkrn dritl emphiccmcul artil will have an initial volume of 33,000 m3

20 (1.2x 106 f13)(Rcchard et al., 1990a). Chcrall, the waste-emplacement areas will have an initial volume of about

21 435,000 m3 (1.5x 107 113).

22 The four vertical access shafts arc cylindrical and range in diameter from 5.8 m (19 ft) to 3.0 m (10 ft).

23 Shafts are Iincd in Ihe units above the Salado Formation to prevent groundwaler inflow and provide stability; they

24 arc unlined in the salt.

25 Excavation Of (he first waste-cmplaccnwnt panel is cornplctc; the remaining panels will be excavated as

26 needed. WasIe will he cmplaccd wiihill (11cpanels in drums or mckd boxes, and panels will be backfilled and

27 sealed as (hey am illlut. Seals will bc ins[alkd in panels, drifts, and the vertical shafts before the repository is

28 dccommissioncxt. W:LS[C,bocklill, and seals will bc consolidated by creep closure after decommissioning.

29 2.3.2.1 WASTE CHARACTERIZATION

30 The was[c thal wiII bc emplacccl in the WIPI>must meet the Waste Acceptance Cri[eria for the Waste

31 Isola[ion Pik~t Planl ([.1.S.DOE. 1991a) as explained in Volume 1 of this repor~ (Chapter 3). These acceptance

32 eri[cria specify that waste ma[eria] containing particulatcs in certain size and quantity ranges will bc immobilized,
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1 that waslc liquid content he restricted to that remaining in well-drained cent.aincrs and be less than one volume

2 percent of the was[e con(aincr, and that radionuclides in phyrophoric form be limited to lCSSthan one percent by

3 weight of rhc cxtcrna] container. The rcquircmcnts also prohibil disposal at the WIPP of wastes containing

4 explosives, compressed gases, ,andignimblc, corrosive or reactive materials.
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The current design of’the WIPP has a total emplacement volume for contact-handled transuranic (CH-TRU)

waste of 6.2x 106 ft3 (approximately 175,600 m3) (lJ.S. DOE, 1980; Public Law 102-579, 1992). The

estimated volume of 0[ -TRU waste supplied by the 10 waste-gcneramr and/or storage sites for the 1991

Integrated him Base (IDB, [JS DOE 1991b) was approximately 53,700 m3 of stored waste and an additional

42,800 m3 of was[c to t-wgencra[ed by 2013. IMmates of the volume of waste to be generated may change in

the future. Ralher Ihan revise the volume of waste emplaced in the WIPP each year, the currenl pcrformancc-

awessmcnt calculations NWbiLwJ on an initi,alCH-TRU-waste volume of approximately 175,600 m3, the design

volume. ‘Ilis is mostly for modeling convenience and will not have a significant effect on comparisons [o 40

CFR 191B.

The currcm estimam of the stored and projcc[cd was[c total about 96,500 m3. Therefore, an additional

79,000 m3 of waste could be emplaced in the WIPP. The characteristics of the additional 79,000 m3 of waste

were es[imated from tic characteristics of the projected waste of the five largest future generators. Because of

changes that ,arc occurring in weapons production and waste processing the waste that has not been generated

cannel be ch,aractcrizul precisely. Eslimatt!s of waste characlcriu~ticm currcnlly used in performance assessment

have the polcnliaJ for a Iargc uncertainly. As discussed in Section 3.3.5 of Volume 3 of this report, uncertainty in

the consti[ucn(s lhat affect gas gcncralion from corrosion of iron-based materials and from biodegradation of

ccllulosics and rubbers have been included in the 1992 preliminary performance as.sessmcnt.

22 Characlcrization of U]eCl 1-TRU was[c for Ihc currcm performance-assessment calculations was based on a

23 scale-up of masses estimated from expanded waste-charac[erizmion information. Based on 175,600 m3 of C14-

24 TR[J waslc emplaced in the WIPP, cst ima[es of a total of about 12,000,000 kg of combustibles, 20,000,000 kg

25 of metals and glass, and 25,000,000 kg of sludges were calculated. The total masses of iron-based metals,

26 ccllulosics, and rubbers were also calcu Iated, and arc provided in the memorandum by Peterson in Volume 3,

27 Appendix A of [his rt!porl. The masses of llwsc malcrials arc required for performance assessment because they

28 intlucnce gas gcncmtion and po[cm[i[alradionuclidc transport.

29 ‘Ilc weight of the was[c conmincrs, drums and twxcs, and of container liners were estimated because they also

30 cffecl gas-generation po[cn[ial. It was assumed in the estimation of the container weighls that only steel 55-

31 gallon drums and skmdard wasIe boxes (SWBS) will be emplaced in the WIPP. Other than test bins, these are the

32 only containers (hat can current] y be trw~sporkxl in a TRIJPACT-11 (NuPac, 1989). Based on emplacing 175,600

33 m3 of C1l-TRU-waste in drums and SWBS, it was cs[imatcd lhat about 518,000 drums and 35,600 SWBS would

34 be disposed of in the WII’I’. “~hetotal wcigh( of the low-carbon steel in the drums and SWBS is I,argcr that the

35 cslimatcd wcighl of corrodihlc iron-bawl ma[crials in the waslc.

36 The cs[ima[cs ot’ Ihe I(md wcigh[ of the metals and glass and combustibles were nearly tie same as were

37 es[ima[cd for the 1991 PA analyses (WIPP PA Division, 1991a). The wcigh[ of sludge dccreascd significantly

38 from the 1991 eslimalc. The wcighl of sludge in 1991 was hascd on the total weight of waste and average
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1 weights of combustibles and metals and glass. The current rxlimatc of the weight of sludge was based on

2 expanded input from [he sites. The cslimatcs of the weights of iron-based corrodible metals and biodegradable

3 ma[erials were slightty dccrwsed from lhc 1991 estimates.
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2.3.2.2 SEALS

Seals will be emplaced in the entrance to each panel, in two locations within the drifts between the panels and

the vertical shafts in the drifts between the experimental area and the vertical shafts, and in each of the four vertical

shafts (Figure 2-21, 2-22) (Nowak el al., 1990). Design of these seals reftecL$specific functions for each type of

seal. Seals in the upper porlion of the shafts must prevent groundwatcr flow from the transmissive units of the

Rustler Forma[ion from reaching the lower portions of the shafts an(l the waste-emplacement areas. Seals in the

Iowcr portion of the shafts must provide a long-term, low-permeability barrier tha[ will prevent Salado Formation

brine and gas from migraling up the shaft. Panel seals (and drift seals) will inhibit long-term migration of

radionuclidc-con~unina[ed brine through [he drifts to the base of the shafts and must atSO provide safe isolation of

radionuclidcs during the operational @last of the repository.

The prim,ary Iong-kmn component of both lower shaft and panel seals will be crushed salt, confined between

short-term rigid bulkhca(ls un[il creep closure reconsolida[cs it to properties comparable to those of the intact

Sala(to Formation. The short-term seals will be concrete in the panels and drifts, and composite barriers of

concrele, hcnkmite, and consoli&~lcd crushed sail in the shafts. Crushed sail in the long-term portion of the seals

will be preconsolidated (o approxima[cly 80% of the density of the in[act formalion and will compact further to

approximately 95% of initial dcnsi[y within 100 years, al which time pcrrncabilities arc expected to be comparable

to those of the undisturhul rock (Now,ak and S[OnnOnt 1987). Panel seals will be 40 m (131 ft) long, with 20 m

(66 ft) of prcconsolidalcd crushed salt belwccn two 10-m (33-ft) concrete barriers. Shaft-seal systems will extend

from the reposimry horizon in the Salado Formalion to the surface, and will include composite barriers a[ rhc

appropriate depths for individual Iithologic units, including the Culebra Dolomite Member of the Rustler

Formalion (Nowak c1d., 1990). Additional information about seal design is presented in Volume 3 of this report.

Marker Bed 139 will tw scaled below each panel and drift seal by grouting, either with crushed-salt-based

grou[, ccmcn[ilious ma[erial, hi(umen, or other appropriate materials. Othcr anhydrite layers will be sealed

similarly. Salt crccp is expuxcd m cltlsc fractures in haiitc in tie DRZ over time, and engineered seals are not

planned for the I)RZ oulsidc ot’MB 139 aml other in[crbeds.

29 2.3.2.3 BACKFILL

30 Void space bclweeo was[e containers and elsewhere in the underground workings will be backfilled before

31 scaling and decommissioning (Tyler C(al., 1988; Lappin ei al., 1989). The primary function of backfill will be

32 to reduce initial void space in the excavalcd regions and to accelerate the entombment of the waste by creep

33 closure. Consolidation of backllll by salt creep may reduce permeability in the waslc-emplacement regions and

34 limit brine tlow lhrough (he wasIc; ]ong-[crm proper[ics of the backfill are uncertain, however, and will depend on
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fluid pressures within the panels. As discussed in Section 2.3.5, the pressure history of the repository will depend

on the complexly coupled processes of salt crccp, gas generation within the waste, and brine inflow from the

surrounding Salado Forma[ion. Pcrfot-mancc-assessment calculations for 1992 assume a backfill of pure,

unconsolidated crushed s,al[,with a relatively high permeability thal provides lilde resistance to fluid flow. Pure

salt will not sorb radionuclides, and rc[,arda[ion of radionuclides within the re~sitory environment is not

simulated. Design alkmm[ives for backfill that contains benmnitc as an additional barrier to retard ratlionuclidcs

have been examined (U.S. DOE, 1990b, 1991c; Butcher ct al., 1991; Pfeifle and Brodsky, 1991; Brodsky and

Pfeifle, 1992) and will be availab]c if needed.

2.3.2.4 ENGINEERED ALTERNATIVES

The WIPP has been designed to dispose of waste in the form in which it is shipped from the TRU-waste-

gencrator and/or stomgc sites. Preliminary performance-as.sessment calculations indicate that modifications to the

waste form that limit dissolution of radionuclides in brine have the potential to improve predicted performance of

the repository (Marietta et al., 1989; Bertram-1Iowery and Swift, 1990). Modifications to the backfill and design

of the room could also reduce radionuclide relemcs. Modifications could also, if needed, mitigate the effects of gas

generated within the repository. Present performance assessments are not complele enough to determine whether

or not such modifications will be nccdcd for rcgulamry compliance, but tic DOE has investigated engineered

alternatives to waste form and repository design so that alternatives will be available if needed (U.S. DOE,

1990b). ‘Ile Engineered Altcmatives ‘Iask Force (EATF) has identified 19 possible modifications to waste form,

backfill, and room design thal merit addit ional investigation ([J.S. DOE, 1990b, 199lc). The 1992 performance-

msessmem calculations do not include simulations of these alternatives. Sclcctcd alternatives may be examined in

future ~rf(>nn:lllcc-:lsscsslnet~[ calculations, however, to provide guidance to DOE on possible effectiveness of

modifications.

2.3.3 Radionuclide Inventory

ASdescribed in additional detail in Volume 3, Chapter 3 of this report, the radionuclide inventory for the 1992

pcrform,ancc assessment is estimated from input to the 1991 Integrated Data Base (IDB, U.S. DOE, 1991b). The

1991 IDB inventory of contact-handled transuranic (CH-TRU) wmle (defined m transuranic waste with a surface

dose rate not grea[er than 200 mrcm/hr 11’ublicLaw 102-579, 1992]) identifies approximately 53,700 m3 of waste

as currently stored at generator sites, (andprojects ,anadditional volume of 42,800 m3 that will be generated in the

future. The design volume of [hc WIPP (175,600 m3) will accommodate an additional approximately 79,100 m3

of wmtc that is not described in the IDB. Pcrfonnancc assessments usc an inventory in which the amount of CH-

TRU is scaled up from the IDB volume to the design volume. CH-TRU activity of the initial design-volume

inventory, expressed in curies, is estimated by scaling the curie inventory of the projected CI I-TRU waste from

each of the five sites that will generate the most waste in the future by a factor of 1.89 (the ratio of design volume

to IDB volume) (Volume 3, Sections 3.3 and 3.4 of this report). This scaling of the inventory to a standard

volume is done for modeling convenience. primarily to ensure the commensurability of analysis results from onc

itemtion of performance assessment to the nex I. Because the rclcascs allowed by the EPA arc normalized using a

waste unit factor based on the total inventory of [ransuranic waste (U.S. EPA, 1985; sec Volume 1, Appendix A,
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1 and Volume 3, Scc[ion 3.3.4 of this repml), scaling of the inventory does not have a proportionat effect on the

2 location of the CCDF used for’ preliminary comparison with 40 CFR 191.13 (Volume 1, Section 5.1 of this

3 reporl).

4 The initial design-volurnc invcnmry of CH-TRU waste used in the 1992 performance assessment contains

5 8.2x 106 Ci (mcmomndum by Pelerson in Vohrmc 3, Appendix A of this rqorl). Uncertainty in this inventory

6 is large, parlicul,arly given the potcn[ia] changes in the sources of CH waste due to changes in weapons

7 production. Existing legislation, regulations, ,and agreements do not limit the total curie invcn(ory of CH-TRU

8 waste that may be emplaced, but do limit the total volume of waste that may be emplaced in the WIPP (6.2x 106

9 ft3, or 175,600 m3) (Public I.aw 102-579, 1992).
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Remotely-hamlkxt mansuranic waste (RH-TRU), defined to have a surface dose rate greater than 200 mrern/hr

but less lhan 1,000 rcm/hr, will also be emplaced in the WIPP. The total RH-TRU inventory is limited to

5.1 x 106 Ci; no more than Iive pcrccnl of the RI I-TRU canisters emplaced at the WIPP may have surface. dose

rates that exceed 100 rem/hr, and the activity of (he RH-TRU waste shall not exceed 23 Ci/liter averaged over the

volume of a cnnisler (Public Law 102-579, 1992). Exis[ing and projected RH-”rRU waste in the IDB (US DOE,

199lb) has a volume of 6,667 m3. This is slightly less than the WIPP design volume for RH-TRU waste (7080

m3), bul is prcdictcd by the lDB 10 require 8071 canisters, somewhat more than the design capacity of 7950

canis[crs, ‘1’hediscrepancy occurs because the volume of wmtc placed in each canister differs depending on the

gencralor site, and not all caniswrs will be filled m the capacity assumed for the WIPP design criteria. The 1991

IDB also indicates that there may be a considerable volume of uncharactcrized waste that will probably be

classified as RH-TR(J. Given these unccrtainlics, the RH-TRU inventory is not scaled to design volume, and is

usc~ in the 1992 PA as rcpor[cct in the 1991 IDB. The total remote]y-handled inventory for 1992 is approximately

3.5x 106 Ci, of which 1.8x 106 Ci result from [ransuranic radionuclides and isotopes of uranium (i.e.,

radionuclidcs with atomic number greater than or equ,al to 92) (memorandum from Peterson, Volume 3, Appendix

A of this report).

Radioactive decay within the repository is simulaled with a simplified set of decay chains, provided in

Volume 3, Seclion 3.3.3 of this rcporl. Of the 70 radionuclides identified as present either in the initial WIPP

inventory or M decay products, 26 are considered explicitly in PA analyses of direct releases from the repository to

the ground surface. (See Section 4.2 of (his volume for a discussion of human intrusion scenarios and Section 7.7

of this volume for a discussion of modeling of releases during drilling.) Ratlionuclides omitted from the

simplililxt decay chains arc those that have very short half-lives, very low activities, or both. Subsurface transport

within the Culebra Dolomite Member of the Rustler Formation (see Sections 4.2 and 7.6 of this volume) is

simultilul lor lhe nine mosl important radionuclidcs, identified in Volume 3, Section 3.3.3 of this report.

33 ‘Ilw only radioactive gas CXPCC[C(Jill Ihe repository is rarlon-222, crea[cd from decay of’radium-226. Decay of

34 lhorium-230 will cause [he activi[y of radium-226 in a panel 10 incrcasc from about O Ci at the time of

35 emplacement 108 Ci at 10,000 years. Because radon-222, with a half-life of only 3.8 days, will exist in secular

36 equilibrium (equal activity) with radium-226, with a half-life of 1600 years, its activity will also be insignificant

37 throughout the 10,000-year period. Al 100,000 years the activily of radium-226 would increase to about 58 Ci in

38 a panel, and the activity ot’radon-222 would still not he significant. Not including release of volatile radiorruclides

39 does nol signitican(ly affect the total radionucli(lc rclcasc.
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1 2.3.4 Radionuclide Volubility and the Source Term for Transport Calculations

2 Before 1991, WIPP performance ~ssessmtmts calculated the source term for transport modeling” using the

3 same estimated range (anddistribution (Ioguniform from 10-9 to 10-3M) for the volubility limit of all radionuclitle

4 species in repository brine (Lappin et al., 1989; Brush and Anderson, 1989a). A fixed distribution was applied to

5 all radionuclides for PA calculations before 1991 because, as is explained below, the state of knowledge at that

6 time did not allow for the differentiation of radionuclides.
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During the first meeting of the WIPP PA Source Term Group (in June of 1988), Choppin reported that

cstima[es of the specialion and solubilitics of americium, ncpttrnium, plutonium, uranium, and thorium in both

the Salado and Castile brines for expcctcd concentrations of organic ligands were not possible because there are no

thermodynamic data (solubilily products for solid phases, or stability constants for dissolved organic or inorganic

complcxcs) for these elements in solutions with ionic strengths equal to those of the Salado and Castile brines

(Brush and Anderson, 1989b). In adtlilion, Choppin observed that data reported by different groups using different

experimental techniques are often &mlradictory, making the use of subjective expert judgment ncccssary for

preliminary data sclec[ion for PA usc un[il data from WIPP-specific expcrimrmtal programs are available (see

Section 2.3.4.2).

In lieu o!’ data from laboratory experimcn[s, the Source Term Group recommended a “best estimate” of

10-6 M for the concentmtion of pltrkmium and americium in any brine that resaturates the WIPP disposal rooms

(Brush and Anderson, 1989a). This is the intmrnediatc value (on a logarithmic scale) of the range of dissolved

radionuclide concentrations (10-9 to 10-3 M) that have been used for sensitivity studies of the source term.

Because the PA calculations require the input of a probability distribution, the entire range discussed above was

USC(IM a Ioguniform distribution. Because of the lack of applicable experimental data, there was no differentiation

be[ween the conccnua[ions of various rmlionuclitlcs in the 1989 PA. The 1990 cstima[cd range in effective

radionuclide soltrbililies was intended to include the effects of possible colloid formation within the repository

(Rechartf ct al., 1990a). The conscrva[ive assumption was that colloidal materials would be completely

transportable (i.e., lha[ they would nol be sorbed or precipitated within the repository).

26 2.3.4.1 EXPERT JUDGMENT ELICITATION

27 Since the beginning of the WIPP PA efforl, it has tsecn recognized tha[ assuming a fixctl volubility

28 distribution for all radionuclitfes does nol adequately capture the considerable uncertainty in radionucli(le

29 concentrations expcclcd in [he repository. ‘Illc aced for a better underslandirrg of the source term was further

30 highlighted by stmsi[ivil y anal yscs pcrforrncd as p,art of the 1990 preliminary performance assessment. These

31 scnsi[ivi(y analyses indica[cd tha(, condi[ionat on the models and distributions used in the 1990 calculations,

32 unccr[ainty in the soluhili[y Iimil was the most important single contributor to variability in total cumulative

33 releases to [he acccssihlc environment resulting from groundwatcr transport (Helton ct al., 1991).

.-
*

The source [mm for transport modeling for the PA is based an analytical model that calculates the equilibrium
concentration of tic rulionuclidc spccies in the rcpnsitory brine. !% Section 7.4 and Appendix A.
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Engineered Barrier System
Radionuclide Volubilityand the Source Term for Transport Calculations

Because of’the pauci[y of cxpcrinwntal data for the conditions and solutions expected specifically at the WIPP,

a panel of expcrls exlernal (t) [he W]PP Project, called the Source Term Expert Panel, was convened in the spring

of 1991 to provittc the pcrf’orrnance-asscssrncnt team with judgment about both dissolved and suspended

radionuclides” for specific elements under variable Eh and pH conditions. Their judgments have been used to

develop rattirmuc]ide soluhilities that v,ary by radionuclide and type of brine solution. The resulting volubility

ranges have km usctf in the 1(991and 1992 PA calculations.

Selection of’the Srsurcc Tcrrn Expert Pane] and elicitation of their judgment on volubility limits followed the

procedure suggcsled try Hera and Iman (1989). Candidates for the expert panel on source term were gafhcred by a

two-tiered nomination process. Initial nominations were solicited from an SNL staff member and an external

consultant, as well as I“rommembers of the Performance Assessment Peer Review Panel and the National

Rese,archCouncil’s WIPP Panel. Additional nominations were requested from all those contacted. Curricula vitae

from those who were inlcres(cd in p,ar[icipating in such a panel and available during the entire study period were

reviewed by a [wo-mcmtrer selcctitm committee extcmal to SNL. Some individuals removed tJtemselvcs from

consideration bccau.seof prior time commitments, current contracts with SNL, a self-defermincd lack of expertise,

or involvement in an oversight organization. Nominees were evaluated on the basis of expertise and professionat

reputation; four experts were selected whose complcmcnfary areas of speciafizafion provided the needed btcadfh and

bal(ancem the panel.””

During rhc first mtxting of the Sotrrcc Tct-m Expert Panel (M,arch 1991), the Panel members were presented

with published papers antt reports idcn[illed from a comprchcnsivc Iitcraturc search that focused on radionuclide

solutrili[y in fligh-ionic-streng[h solu[ions in salt formations, covering the United States repository program as

well as experiments conduclcd in Germany, Canad~ Finland, Sweden, and at the Commission of the European

Communifics, Joint Rescarcfl Center at Ispra, Italy. Other issues discussed in fhesc publications were speciation,

colloids, the Icaching of radionuc]itfes from high-level waste (HLW) glass, and tJreimpact of backfill materiats.

A summary of the exper[ judgment clicitalitm procedure and results, presenfed in detail in Trauth et al. (1992),

follows. A final report on [his effort try the members the Source Term Expert Panel will be available in 1993.

As stated above, the Source Term Expert Panel was selected to include a balance in the required areas of

expertise (experience in actinide chemistry and with high-ionic-strength solutions). At the first meeting, the

panclisfs divided the problcm into areas of specific responsibility and provided a structure for assembling the

individual judgments to oht,ain a single distribution codifying the collective judgment of the panel. In addition,

the group of experts dccidctf to be elicited together to produce one set of results. A consequence of fhc group

elicitation is that [he uncertainty exprc!sscdby specific experts coultf not be assessed. However, many of the inter-

expert differences were capturctt during the clici[ation process resulting in more widely dispersed probability

functions.

.-
*

BcciIuse of the limited stJ[c of knowledge regarding colluids, the Source Term Expert Panel chose to limit their
judgments 10 dissolovcd rwfirrnuclidcs (soluhilily).

** III the cosc nf the Source Term Expert Panel, expertise was required in actinide chemistry and high-ionic-strength
chemistry. Thcrcforc. cxpcrk from both these clisciplincs were selected. These individuals used their
complcmcn(ary expertise [o urrivc at judgments that sa[isfy all the pertinent constraints of the sotubitity
problem.
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In addi[ion to a li[cralure review (discussed above), preparation for elicitation involved computer calculations

by the panel mcmtwrs using a standard brine that simulates the brine in the Salado Formation as the solvent

(WIPP Brine A) (1.appin et a]., 1989). ‘Ilese efforts resulted in the determination of the oxidation state(s) in

which the radionuclidcs would exist in the WIPP rooms and drifts. Moreover, the solution and solid species that

would coexis[ with that particular oxidation state were identified using two regimes: (1) one regime based on solid

species with the highest volubility and therefore highest radionuclide concentration, and (2) another regime based

on solid species with the lowest volubility and therefore lowest radionuclidc concentration. Which regime

predominates depends on the chemical properties within the repository, which in turn may depend on pH and ionic

strength of the hrinc and (11cpresence of carbonates and/or sulfales. Furthermore, the factors controlling each

regime may differ for dilfercnl radionuclides.

‘Ile experts’ ju(tgnwnts on [he soluhility disiribu[ions were elicited at the second meeting (in April of 1991).

The assessment for each distribution began by establishing the upper and lower volubility regimes and the

calculated volubility ot’ each mdionuclide within each regime. The resulting probability distributions for the

radionuclides used in the 1992 calculations are pre.senled in Volume 3 of this report (Section 3.3.5). Because the

calculated sohrbilily is a single number that does not incorporate any uncertainty, it was necessary to account for

uncertainty in both the calculated value and the underlying conditions, such as PH.

Typically, the calculated value would bc used to establish a fractile, often either the 0.10 or 0.90 fractile, of

the distribution. The absolule lower limit of the distribution was obtained by considering the sensitivity of

soluhilily to the underlying brine chemistry. The interior fractiles were obtained after the 0.10 and 0.90 fractiles

,amlthe endpoints were established. Where possible, concentration data from well water from the Nevada Yucca

Mountain site (J- 13) was used with a corrcc[ion for the ionic-strength difference between the J-13 water and the

WIPP Brine A to determine Ihe 0.50 frac[ile. For lhc determination of the 0.25 and 0.75 fractiles, one spcciation

was thought in some cases m bc more likely, rcsul[ing in a skewed distribution. In other cases, both spcciations

were thought to be likely, resulting in a more symmctrid distribution.

‘I-he Source Term Expcr[ Panel had considerable difficulty dealing with colloids because of a lack of

experimcmal dala and Iimiled knowledge of Ihe physical principles govcming their formation. Some diversity of

opinion cxis[ect aboul [hc significance of colloids. The panel did not believe that they could make judgments

about suspcmlcd-solids concentrations at the present time. They planned to include recommendations for future

experiments rcla[cd specifically to colloids in a final panel report. Transport of radionuclides in colloids has not

been included in the 1992 PA.

Correlations between the concentrations assigned 10the radionuclides were discussed briefly by the panel. Ilc

consensus was that correlations do exist, possibly between amcricium(II1) and curium(lII), and between

neptunium aml plukmium(IV). The panel is expcctcd to address this issue in a forthcoming report on their

findings.
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2.3.4.2 EXPERIMENTAL WORK

Future WIPP pert’onnance :mxsmcn[s will rely incrca.singly on data from planned volubility tests of actual

waste. These [esls will complenwnt [he laboratory studies of radionuclide chemistry. “Ik! laboratory program is

currently dc[crmining solubili[ics and sorption coefficients of plutonium and its oxidalion state analogues in

synthc[ic brines under various conditions of pI 1,and will soon examine actinide specialion and measure stability

constants for complex ions (Brush, 1990). As cumently planned, the actinide source-term program will involve

filling test containers with a mixture of natural and synthetic brines with compositions chemically similar to

those of intcrgranular brines found in the Salado Formation. Cormlincr stizewill depend on waste homogeneity;

heterogeneous waste Iypcs such as combustibles will usc “drum scale” vessels of 210 L volume, while more

homogeneous types such as process sludges will use “li[cr SCAC”test containers. The containers will permit

regul,ar brine s,ampling, and gas moniloling and ven[ing.

2.3.5 Creep Closure, Fluid Flow, and Rootn/Waste Interactions

When [hc repository is decommissioned, free brine initially will not be present within the emplacement area,

and void space atwvc II:Cbackfilled waste will bc air-filled. Brine seepage from the Salado Formation will have

filled fractures in anhydrite intcrbcds above and below the emplacement area (Lappin et al., 1989; Rechard et al.,

1990b).

Following excavation salI creep will begin m close the repository. In the absence of elevated gas pressures

wi[hin the repository, m(xlcling of salt creep indica[cs that consolidation of the wxstc in unreinforced rooms would

be Iargcty comple[e within 100 years (Tyler ct al., 1988; Munson et al., 1989a,b). Brine will seep into the

emplacerncn[ area from the surrounding salt, however, ,and gas will be generated in the humid environment by

corrosion of metals, radiolysis of hrinc, ,andmicrobial decomposition of org,anic material. Some gas will disperse

in[o the surrounding anhydrite Iaycrs. Continued gas generation could increase pressure within the repository

sufficicn[ly to reverse hrinc inflow and par(i,ally or complc[ely dcsaturatc the waste-emplacement area. Pressure

may be high cnougb 10 open fracmrcs in the anhydri(c interbcds above and below the repository, allowing

additional Ialcral migration of gas from [hc waste-emplacement ,arca. High pressure may also halt and partially

reverse closure by sal[ crccp. In the undisturbed final state, the emplacement area could be incompletely

consolidahxt and gas-filled rather than brine-lil]cd.

All o! [hc major processes ac[ive in [hc waste-cmplaccrnent area are Iinkcd, and all arc rate- and time-

dcpendcn[. For cxmnplc, creep closure will bc, in parI, a function of pressure within the repository. Pressure will

hc in turn a function of the amount of gas gcncratcd and the volume available within the repository and the

surmrrntling Sala(lo llwrnalion for gas storage. Cim-sloragc volume will be a function of closure rate and time,

will] sloragc volume rlccreasing as consolidation continues. Time and rate of gas generation, therefore, will

strongly inftucncc repository pressurization and closure. Gas-generation rates will be dependent on specific

rcac[ion rales and Ihc availability of rcactmus, including water. Some water can be generated by microbial activity

(Brush and Anderson. 1!XWh). A&li[ional waler will be provided by brine inflow, which, is assumed to occur

according (o two-phase immiscible flow through a porous medium and which will depend in Iargc part on

rcposi[ory pressure, so (hat some g<ls-gcncralionrcaclions could be partially self-buffering.
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1 Responses of the disposal syslcm m human intrusion are equally complicated. Consequences will depend on

2 the time of intrusion, the degree to which the rcposilmy has closed, and the amount of gas generated. If intrusion

3 occurs into a fully pressurized, dry, and partially unconsolidated waste-emplacement area, venting of gas up the

4 horchole will permit brine 10 rcsaturalc available void space. Following eventual deterioration of plugs in an

5 intrusion borcholc, brine may flow from the emplacement area into the borehole, transporting radionuclides

6 upwad toward the accessible environment. Upward flow from a pressurized brine pocket in the Ca.stileFormation

7 may contribute 10flow and radionuclide transport.
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1 3. PERFORMANCE ASSESSMENT METHODOLOGY

2 Ilis chapter contains an overview of WIPP performance-assessment methodology. Additional information

3 about this subject is provided in other published sources (Hchon et al., 1991; WIPP PA Division, 199la).

4 3.1 Conceptualization of Risk for the WIPP Performance Assessment

5 The WIPP pcrf{mnance assessment uscs a conccp[ualization for risk similar to that developed for risk

6 assessments for nucle:m power plains. This conccphmlization characterizes risk in terms of what can go wrong,

7 how likely things are to go wrong, and what the consequences arc of things going wrong. This description

8 provides a structure on which h~th the reprc.senta[ionand calculation of risk can be based.

9 Kaplan and Garrick (1981) have presented this representation of risk as a set of ordered triples. The WIPP

10 performance assessment uscs their reprcscntalion, and defines risk to be a set ~ of the form

11 K.={(.$j.P.$;,csi),i=l,...,nS}. (3-1)

12 whcxe

13 Si = a set of similar occurrences,

14 p.’$i = prohabilily Ihal an occurrence in W Si will I*C place,

15 CSi = a vector of consequences associated with Si,

16 nS = number of SCMsclccled for considcmlion,

17 and the sets .$i have no occurrences in common (i.e., the .$f are disjoint SCIS). This representation formally

18 decomposes risk into what can happen (tie Si ). how Iikcly tiings me tO happn (tie Mi)! and tie con~qucnccs

19 of what can happen (the csi ). The .$i arc sccn,arios in tic WIPP performance asscssmen[, the PSi arc scenario

20 probabili[ics, and the vector cSi contxins the normalized EPA releases and other performance measures associated

21 with scenario .$i. Other performance mcawrcs of interest arc dose and health effects for safety assessments, and

22 concentrations of heavy memls and volalilc organic compounds (VOCS) for hazardous wa!!tcassessments.

23 Risk results in ~ cm be summarized wilh complcmcn(ary cumulative distribution functions (CCDFS).

24 “Ilesc functions provide a display of the infonnaliou conlaiucd in tic probabilities pSi and the consequences cSi.

25 With the assumption that a particular conscqucncc result CS in tie vector CS has been ordered so that cSi < cSi+l

26 for i = 1, .... nS, the CCDF for tiis consequence result is the function F dctincd by

27 F(x) = probability Ihat CSexceeds a specific conscqucncc value x
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1 (3-2)

2 where i is the smallcsl integer such that Csi > -r. As illustrated in Figure 3-1, F is a step function that

3 rcprcsenls the probabilities that consequence values on the abscissa will bc exceeded. To avoid a broken

4 appearance, CCDFS are usually plotted with vertical Iincs added at the discontinuities.

5 The steps in the CCDFS shown in Figure 3-1 result from the discrctization of all possible occurrences into

6 the sets $. . . . . ..$n.$. Unless the underlying processes are inherently disjoint, the use of more sets .$i will tend to

7 reduce the size of these Ssteps and, in the limit, will lead to a smcwth curve.

8
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3.1.1 Calculation of Risk

The calculation of risk and its as~ocia[ed uncer[itinty begins with the determination of the sets .Si, which are

the sccn,arios [o bc analyzed. (lncc these sets are determined, their prob~bilities PSi and associated consequences

csi must be determined. In practice, development of the Si is an iterative process that must take into account

the procedures required 10determine the probabilities pSi and the consequences csi. For the WIPP performance

assessment, the overall process is organized so that pSi and csi are calculated by various models, the

configuration of which depends on the individual Si.

LJSCof these models requires values for imp~ciscly known variables that can be represented by a vector

X=[xl, xz,..., xnv], (3-3)

where each Xj is an imprecisely known input required in the anatysis and rIV is the total number of such inputs. If

the analysis hils been dcvcloptxl so tlml each x~is a real-vatucd quantity for which the overall analysis requires a

single value, the rcpresentiition for risk in Equation 3-1 can be restated as a function of X:

X.(x) = {[.$l’(x),Pi$i(x),csi(x)], i = 1,..., nS(x)) (34)

As x changes, so will ~(x) and all summary measures that can be derived from f?((x). Thus, rather than a

single CY2DFfor CiiCl) consequence con[aimxt in [hc vector CS shown in Equiition 3-1, a distribution of CCDFS

results from the possible values tha( x can reprcscnl (Figure 3-2).

The dis[ribu[ion assi~ncd [o the individual variilbles ~j in x reflect uncertainty in the modeling systcm.

F~ctors that affect unccrtain[y in risk results can bc subdivided into those that affect imprecisely known variables,

those related 10 the selection of conccptuid and computational models, and those related to scenario selection.

Factors related to scen,ario selection can be further subdivided into complctcness, aggregation, and stochastic

3-2
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Calculation of Risk

nS I I

(cS,, ~ Psj)=(csl, l)
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TRI-6342-730-5

Estima[cd CCDI: for conscqucncc result CS (Ilelton et al., 1991; Helton, in press). The open and
solid circles al [he discontinuitics indicate Ihe points included on (solid CUCICS)and exclwkxl from
(open circlcs)the CC1lI;.
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variation. Uncertainty at-ml imprecisely known variables may result from incomplete data or measurement

uncertainty, and can affccI all three elements of the triple introduced in Equation 3-1. Uncertainty about the

appropriate choices of models can affect troth PSi and csi. Due to the complex nature of risk assessments, model

selection can also affect the definition of the S;. Completeness refers to the extent that a performance assessment

includes all possible occurrences for the systcm under consideration. In terms of the risk representation in

Equation 3-1, completeness deals with whether or not all possible occurrences arc included in the union of the sets

S;. Aggregation refers to the division of the possible occurrences into the sets Sj. Resolution is lost if the .$

are dctined too co,arscly (e.g., rIS is 100 small) or in some other inappropriate manner. Computational efficiency

is lost if nS is too large. Model selection refers to the actual choice of the models used in a risk assessment.

Uncertainty about the appropriate model choice can affect both PSi and csi. Due to the complex nature of risk

assessments, model selection can also affect the definition of the Si. Uncertainty about imprecisely known

variables, which may result from incomplete data or measurement uncertainty, can also affect all three elements of

the risk triple. Smchastic variation is reprc.sented by the probabilities PSi, which are functions of the many

factors that affect the occurrence of the individual sets Si.

15 Individual variables x~ may relate to each of these different types of uncertainty. For example, individual

16 variables might rela[e to completeness uncertainly (e.g., the value for a cutoff used to drop low-probability

17 occurrences from the anal ysis), aggrcgat ion uncertainty (e.g., a bound on tile ValUCfor fIS), model uncer~nty

18 (e.g., a 0-1 variable that indicates which of two ahernativc models should be used), variable uncertainty (e.g., a

19 volubility limit or a rcmlation for a specific element), or stochastic uncertainty (e.g., a variable that helps define

20 the probabilities for the individual S1).

21 3.1.2 Characterization of Uncertainty in Risk

22 Characterization 01 the uncertainty in the resulls of a performance assessment requires characterization of the

23 uncertainty in X, the veclor of imprecisely known variables. This uncertainty can be described with a sequence of

24 probability distributions

25 D1,@,..., Dnv, (3-5)

26 where Dj is (hc (Jis(rihution developed for the variable Xj, j= 1, z, . . . . n V, contained in X. The dcfini(ion of these

27 distributions may also be accompanied by the specification of correlations and various restrictions that further

28 define the possible relations (amongthe ~j. These distributions and other restrictions probabilistic~ly characterize

29 where the appropriate input to use in the performance as.sessmcnt might fall, given that the analysis is structured

30 so that only one value cdn be used for each variable under consittcration.

31 Once the distributions in Equation 3-5 have been developed, Monte Carlo techniques can be used to determine

32 the uncertainty in Y((x) from the uncertainty in X. First, a sample

33 Xk =[xkl, xk2,..., xk,nv], k=l,..., nK (3-6)

34



Conceptualization of Risk for the WIPP Performance Assessment
Characterization of Uncertainty in Risk

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

is generated according 10 the specified distributions and restrictions, where nK is the size of the sample.

l>crfomance-~ssesslnctl[ calculations arc then performed for each sample element x~, which yields a sequence of

risk results of the form

~.(xk) = {[.$i(Xk), PSi(X~).CSi(Xk)], i= 1,..., nS(xk)}, (3-7)

for k = 1, .... n K. Each set f((xk ) is the result of one complete set of calculations performed with a set of

inputs (i.e., Xk) that the review process producing the distributions in Equa[ion 3-5 concluded was possible.

Further, associa[cd with each risk result ~(x~ ) in Equalion 3-7 is a probability or weight* that can bc used in

m(akingprohdhilislic stimmwnts about the distribution of 9((X).

A single CCDF can he produced for each set ~(xk ) of results shown in Equation 3-7, yielding a family of

CCDFS of the form shown in Figure 3-2. This distribution of CCDFS can be summarized by plotting the mean

value and selected percentile valtscs of the exceed,ancc probabilities shown on tie ordinate for each consequence

value on the abscissa. For cx:unple, the mean plus the 10th, 50th (i.e., median), and 90th percentile values might

bc used (Figure 3-3). The mean and perccn[ilc values can be obtained from the cxcccd,ance probabilities associated

with the individual conscqtwncc values and the weights or “probabilities” associated with the individual sample

elcmen[s.

Considcra[ion of o family of CCDFS alk~wsa distinction between the uncertainty that controls the shape of a

single CCDF and the unccr[ain[y that rcsulls in a distribution of CCDFS. The stcpwisc shape of a single CCDF

reflects the fact [hat a number of different occurrences have a real possibility of taking place. This type of

unccrfainly is referred to as stoehmtic variation in this report. A family of CCDFS arises from the fact that fixed,

hut unknown, quantities arc needed in the estimation of a CCDF. “Ike distributions that characterize what the

values for these fixed quantities might be lead to a distribution of CCDFS, with each single CCDF reflecting a

specific s,amplc clement xk.

Both Kaplan and G,arrick (1981) and the ]ntcrnational Atomic Energy Agency (IAEA, 1989) distinguish

between these two types of unccrtain[y. Specifically, Kaplan and Garrick distinguish Ectwcen probabilities derived

from frequencies antf probabilities tha( ch,arac[crize degrees of belief. Probabilities derived from frequencies

correspond to the prohabilit ics pSi in Fkfuation 3-1, while probabilities that characterize degrees of belief (i.e.,

subjective probabilities) correspond to the distributions indicated in Equation 3-5. The IMA report distinguishes

between what it calls Type-A uncertainty and Type-B unccrktinly. ‘Ilc IAEA report defines Type-A uncertainty to

be stochastic variation; as such, this uncertainty corresponds to the frequency-based probability of Kaplan and

Garrick and tf]c p.$i of Equa[ion 3-1. ‘lypc-B uncertainty is defined to be uncertainty that is due to lack of

knowledge about Ilxcd yuanti[ics; thus, this uncertainty corresponds to the subjective probability of Kaplan and

* In rtm(fom or Latin hypcrcutw sampling. this weight is the reciprocal of the sample size (i.e., l/nK) and can be
used in cstimoling mcxrs. cumulative distribution functions. isn(fother statistical properties. This weight is often
referred to m the profmhility for eoch observation (i.e.. sample xk). However, this association is not technicatty

correct. If continuous distributions are involved, (he actuat probability of each observation is zero.
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~igurc 3-2. Example distribution of ~(l)~s obtained by sampling imprecisely known variables.
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Figure 3-3. Example summary curves derived from an estimated distribution of CCDFS. The curves in this
figure were obmincd by calculating the mean and the indicated percentiles for each consequence
value on the abscissa in Figure 3-2. The 901h-pcrcenIilc curve crosses the mean curve due to the
highly skewed distributions for excccdanct! probability. This skewness also results in the mean
curve being above the nwlian curve.
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1 Garrick and the dis~ibu[ions indicated in Equation 3-5. This distinction has also been made by other authors,

2 including Vesely an(l Rasmuson (1984), Pat6-Comell (1986), and Parry (1988).

3 For a given conccphral model in the WIPP performance assessmcn~ subjective uncertainty enters the analysis

4 due to lack of knowledge about quantities such as volubility limits, retardation factors, and flow fields. Stochastic

5 uncertainty enters the analysis through the assumption that future exploratory drilling will be random in time and

6 space (i.e., follows a Poisson process). However, the rate constmt k in the dellnition of this Poisson process is

7 assumed to be imprecisely blown. Thus, subjective uncertainty exists in a quanti[y used [o characterize stochastic

8 unccrtaint y.

9 3.1.3 Risk and the EPA Limits

10 The EPA expr’cssly identities the need m consider the impact of uncertainties in calculations performed to

11 show compliance with the Containment Requirements. Specifically, Appendix B of 40 CFR 191 suggests that

12 ...whenever practicable, the implementing agency will assemble all of the results of the performance
13 assessments to determine compliance with $ 191.13 into a “complcrnentary cumulative distribution function”
14 that indicates the probability of cxceecling various Icvels of cumulative release. When the uncertainties in
15 parameters are considered in a performance assessmcn~ the effects of the uncertainties considered can be
16 incorpora[cd into a single such dis[rihution function for each disposal system considered. The Agency
17 assumes that a disposal systcm can be considered to be in compliance with [section] 191.13 if this single
18 distribution function meets the requirements of [section] 191.13(a) (U.S. EPA, 1985, p. 38088).

19 The representation for risk in Equation 3-1 provides a conceptual basis for the calculation of the

20 complemcnmry cumulative distribution function (CCDF) for normalized releases specified in 40 CFR 191B.

21 Further, this reprcsenlalion provides a structure thal can be used for both the incorporation of uncertainties and the

22 representation of the effecls of unceminties.

23 Each CCDF in the family of CCDFS that resulls from Eq. 3-7 would bc the appropriate choice for

24 comparison againsi the EPA rcquircmenls, ifx~ contained tic correct variable values for use in determining the

25 ~Si and cSi and !f (he assumed conceptual models correctly ch,aractcrizc the disposal system. Increasing the

26 sarnplc size nK will, in general, produce a bet[cr approximation of the true distribution of CCDFS, but will not

27 alter the fact that ti)c distribution of CCDFS is conditional on the assumptions of the analysis.

28

29

30

31

32

33

34

35

If nK is large, displays of the complete family of CCDFS can be difficult to interpret. As discussed in the

previous section, mean and percentile curves can be used to summarize the information contained in the family.

Appendix B of 40 CFR 191 suggesls that “the effects of the uncerklinties considered can be incorporated into a

single lCCDF]” (U.S. EPA, 1985; p. 38088), hut 40 C.FR 191 does not contain specific guidance on which curve

should bc comp,arcd [o the Ckm[ainmen[ flequiremcn[s. In previous work, the mean curve has generally been

proposed for showing compliance wi[h $191 .13(a) (e.g., Cranwcll et al., 1987, 1990; IIuntcr et al., 1986). Only

mean curves are shown in Volume 1 of this rcpor[. Complete f,amilies of curves and the associated summary

curves are prescmtcd in Volume 4 of this report.
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Whenever a dis[ribu[ion of curves is reduced to a single curve, information on uncertainty is lost. Replicated

Monte Carlo analyses can chamcterizc the uncertainty in an estimaled mean CCDF or other summary curve.

However, representing the uncertainty in an estimated vahre in this way is quite different from displaying the

variability or uncermin[y in (he population from which the estimate is derived. For example, the uncertainty in

the esdmated mean curve in Figure 3-3 is less than fhc variability in the population of CCDFS that was averaged

to obtain this mean. Ttwrcfore, results of the preliminary WIPP performance assessments are displayed as both

complclc families of CCDFS (as illustrated in F@rre 3-2) and summary curves (as illustrated in Figure 3-3).

Because CCDFS ,arcconditional on the assumptions of the analysis, no single curve or family of curves from

a single analysis can display conccp[ual model uncertainty. The WIPP performance assessment examines

conceptual model uuccrtainly by rqcating the complete Monte Carlo analysis for each alternative conceptual

model, and comparing mean CCDFS. Only lhosc portions of the analysis specific to the alternative conceptual

models (e.g., selecIcd parameter values or computational models) are ahercd. All other models and parameter

vafues arc the same in each an,alysis, and the two conccpmal models are thus compared ce(eris paribus (all other

things being equal). The shift in the location of the CCDF provides a measure of the uncertainty introduced by

the existence of ahemarivc conceptual models, and provides the Project guidance on which alternative conceptual

models have the grcates[ po[cntial to affect disposal-system performance.

17 3.2 Selection of Scenarios

18 40 Cl;l< 191 does not include the tcnn sccn,ario in ILS definition of performance assessmen~ referring instead

19 only [o events find proccsscs (hat might affect the disposal system during the next 10,000 years. Considering the

20 consequences of isolaled events aad processes, however, is not sufficient; the various combinations of events and

21 processes that define possible future states of the disposal system must be considered in a complete analysis.

22 Combinations of events and processes are referred to as scenarios in Bertram-Howery and Hunter (1989), Marietta

23 et al. (1989), C.ranwcll et al. (1990), Bermrn-Howery et al. (1990), and WIPP PA Division (1991a).

24

25

26

27

28

29

30

31

32

33

3.2.1 Conceptual Basis for Scenario Development

The scenarios .$i are otrlained by subdividing a set .S (the sample space) that contains all possible 10,000-

yc,ar time histories al the WIPP beginning at the decommissioning of the facility. Because resources for analysis

are finite and the set.$ has infinitely many elements, an important goal of scenario development is to recognize

,andremove from full considcraticm those scenarios for which the impact on compliance with 40 CFR 191B can be

reasonably anticipated to be negligible due to low probability, low consequences, or regulatory exclusion.

Five subsets of .$ provide a st,arting point for scenario development (Figure 3-4). The reasoning behind

selecting these suhsc(s is provided in Section 4.2.3 of this volume. Firs4 the base-case subset SB consists of all

elements in .$ that fal I wilhin [he bounds of what can be reasonably anticipakxl to occur at the WIPP over
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TRI-6342-3402-0

Figure 3-4. Decomposition of tie sample space .S into high-level subsets, where .$B dcsigna[cs the base-case

subset, .$M dcsignalcs a mininuti disruption subsc~ SE designates a regulatory exchIsion subset,

._SLdesignates a low-pmbabilit y subset, and & designates (~~U~MU.$~U.$~)c.
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10,000 years, and represents the undis[urbcd performance of the disposal systcm. Second, a minimal disruption

subset .SM consists of all elements in ..S that involve disruptions that result in no significant perturbation to the

consequences associa[cd with the corresponding elements in the base-case subset SB. Third, a regulatory

exclusion subset SE consists of all elements in .$ that are exclmtcd from consideration by regulatory directive

(e.g., human intrusions more scvcrc than the drilling of exploratory borcholcs). Fourth, a low-probability subset

.$I. consists of clcmenls of .$ not contained in .SB whose collective probability is small (e.g., the probability of

.$1- is lCSSthan 0.0001) rcganl]css 01 their potential consequences. Everything that remains in .S after the

identification of .$B, .$M, .$l;, and .$L now becomes a fifth subset So, where the subscript O represents

“Other.” In set notation.

S* =(@J&fu.s&~ )’

where the superscript c is used to designate the complement of a set.

(3-8)

Evaluation of compliance with the Containment Requirements of 40 CFR 191B does not depend equally on

each of the five subsets of .$. By definition, clcmcnts of 5E are excluded from consideration. The relative

contributions of the other four subsets to a hypothetical CCDF for the WIPP are shown in Figure 3-5. Releases

msocia(cd with the base case .$B for the WIPP are zero for this analysis (see Chapter 5 of Volume 1 and references

cited there), and the consequences of k)th SB and .’i~ therefOre plot well bdow the EpA limits, at the cxtfeme

upper left of Ihc CCDF. Consequences of .S1 arc by definition of sufficiently low probability (less than 10-4 in.
104 years) that they plot below the EPA limits. l[igh-consequence elements of 5L plot at the lower right of the

CCDF. Compliance depends primarily thcrcforc on the examination of So, and specifically on a set of additional

scenarios .$; , i=1, .... rIS, Oblaincd by further retining (i.e., subdividing) the subset .$O. .$E, ~L, and ~M could

bc dctincd to be mutually exclusive, but this distinction is not important here so they are represented in Figure 3-4

with non-empty intersec[ ions. As described in Scc[ion 4.2.1, JB and .SO are constructed to be mutually

exclusive and 10have cmp[y in[erseclions with .$M and SL.

Although the scenarios that affect compliance for the WIPP come from the set Si, performance assessments

must also include .$B. The overall patlcrn of Figure 3-5 can be seen in the results of the. WIPP preliminary

performance assmsmcnts, with .$B determining the upper left of the CCDF and the remainder being dctennincd by

the .Si

This analysis does not exclude S[, from consideration in the comparison with the EPA release limits. The

contribution t’rom .$1,would always plot to the Iowcr right of the CCDF, WCIIbelow the EPA probability limits,

and therefore would not mal[er in a compli,arrcedccisimr. 5M is not included in WIPP PA so the probability of

.SM is not accumulated as shown in Figure 3-5, i.e., only the probability of ~B is included. The net Cffcct of

excluding .$M is m raise the CCDF Ioward the probability limits; therefore, including ~M would not negate a

compli.anccdecision.

Conscqucnccs ot’ .$M cannel bc seen on Ihc CCDF for the WIPP bccausc rclcascs from ~B are zero.

Conscqucnccs of .$L, which, if calculated, would appear as an extension on the cxtrcmc lower right of the CCDF,

are also nol displayed dircctly in rhc results of the WIPP performance assessments.
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/
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Notation:ps& PSM,PSI, pS2,. . .. pSns,pS~ probabilityforcorrespondingscenario

CS3 “ “ “ CSnS.1 CSnS CSL

x: EPA Normalized Release

CSB, CSM,C&, C%, . . .. Csns,CSL consequenceforcorrespondingscenario

S1,%, . . .. Snsassumedto be orderedso that CS1s CS2< s CSns

TRI.6342. 1276.0

~igurc 3-5. Construction of’a CCDF [or comparison wifh the EPA release limits. Note that the location of
cSB at Ihc lower Icf[ of (1wplot is correct for fhe WIPP-where no releases arc predicted from the
undisturbed base case—hul is not a generic requirement for all sites.
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Conceptual Basis for Scenario Development
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The WIPP performance assessment does not follow. the exact EPA guidance in defining SL. Appendix B of

40 CFR 191 suggests thal “... performance assessments need not consider categories of events or processes that

are estimated to have less than one chance in 10,000 of occurring over 10,000 years” (U.S. EPA, 1985,

p. 38088). By suitably defining lhc events and processes selected for consideration (i.e., by making rt$

sufficiently Iargc), all probabilities can theoretically be made lCSSthan the specified bound. Conceptually, the

WIPP performance asscssmcn[ avoids the potcn[ial problems raised by the wording of the guidance by placing a

bound on the total probability of all occurrences that are removed from detailed consideration (i.e., the probability

pSL for SL ) rather than the individual probabilities for a number of different scenarios. In practice, the distinction

has Ii[llc impact because, as discussed later in Chapter 4 of this volume, probabilities estimated for elements of

SL am substantially below the suggested cutoff.

11 3.2.2 WIPP Performance-Assessment Approach to Scenario Development

12 Recognition of Ihe live subsets of S provides the basis for the WIPP performance assessment’s approach to

13 scenario dcvelopmerrt. Because .$B, .$E, sL, and .$M may account for a large part of the sample space .S and

14 also have readily prediclcd cffecls on the CCDF used for comp,tison with the EPA release limits, ~E, SE, SL,

15 and ~M are dctcnnincd in the fiist stage of do’elopmcnt before 50 is subdivided into the scenarios ~i shown in

16 Figure 3-4.

17

18
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The WIPP pa-formancc Isscssmcnt uses a Iwo-stage procedure for scenario development and the determination

of scenario probahililics. The purpose of [he first stage is to develop a comprehensive set of scenarios that

includes all occurrences (hat might reasonably t,akeplace at the WIPP, and to determine the probabilities of these

scenarios. The result of [his smgc is a set of scenarios that summarize what might happen at the WIPP. These

sccn,arios provide a basis for discussing the fu[urc behavior of the WIPP and a starting point for the second stage

of the procedure, which is the definition of sccn,arios .$i and the determination of the probabilities PSi at a level of

dclail that is appropriate for usc with tic conceptual and computational models employed in the performance

assessment.

The first stage of the analysis focuses on the r.lctmrninationof the sample space 5 and the subsets ~B, .$E,

5L, SM and SO. Major groupings of scenarios within So are also recognized at this time, and defined for

rcfwcnce purposes as summary scenarios. ‘Ilis sctgc of the analysis uscs a scenario-selection procedure suggested

by Cranwell et al. (1990) that consists of tic following five steps: (1) compiling or adopting a “comprehensive”

list of events and proccsws that potentially could affect the disposal systcm, (2) classifying the events and

proccsscs to aid in cornple[cncss ,argumenls, (3) scrctming the events and processes to identify those that can be

eliminated from consideration in the performance assessment, (4) developing scenarios by combining the events

and processes [hat rem,ain ,allcr scrccning, and (5) screening scenarios to identify those that have little or no effect

on the shape or location of the mean CCDF.

34 The purpose of the firsl slep is to dt!vclop the sample space S, which consists of all possible 10,000-year

35 time histories that involve the identified evenls and proecsses. The sample space S is subdivided into the subsets

36 SB, ~~, .$L, ~M, and .$O in Sleps 2 and 3. The screening associated with Steps 2 ,and3 also removes time
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histories from .$ that arc physically unreasonable. In Step 4, a preliminary subdivision of the subset ,SO into

additiomd summary scenarios is accomplished through a two-part process. In the first part. subsets of So (k,

scenarios) are defined that involve specific events or processes. However, these scenarios are not mutually

exclusive. In [he second part, a subdivision of So into mutually exclusive scenarios .$i is accomplished by

forming all possible intersections of the single event/process scenarios and their complements. The fifth and final

step in the process is a scrccning of the scenarios Si on the basis of probability, consequence, and physical

reasonableness. The purpose of this screening is to determine if some of the Si can be removed from the

analysis.

A second stage of scenario development is ncccssary because the summary scenarios developed in the first

stage are, in general, not defined at sufficiently tine levels of resolution for use in the construction of a CCDF that

adequately displays the effects of stochastic, or Type-A, uncertainty (Section 3.1.2). The computational scenarios

described in Section 4.4 of this volume reprc.sent a substantially finer subdivision of So than that used to

construct the summary scenarios, but they ,arc based on the same screening of events and processes conducted

during the fws[ stage of scenario development. As in previous scenario construction for preliminary performance.

assessments of the WIPP, inadvertent intrusion into the repository during exploratory drilling is the only

dismptive event considered in the 1992 assessment, and the computational scenarios reflect subdivisions based on

time and number of intrusion, the activity of the waste intersected, and whether or not pressurized brine is

encountered in the Cmtilc Formation below the repository.

The determination of both scenarios and scen,ario probabilities is a complex process with significant

uncer[ain[ies. To help assure that the WIPP performance assessment brings a broad perspective to this task,

expert panels have been formed to provide a diversity of views with respect to possible futures at the WIPP and

the probability of human intrusion. The formation of these panels and the results obtained from their

deliberations are documented in Hera et al. (1991) and the memorandum by Hera in Volume 3, Appendix A of this

report.

No inhcren[ly correct grouping exists of the possible time histories into scenarios; the probabilities associated

with individual scenarios Si can always be reduced by using a finer grouping. As long as low-probability si are

not discarded, the use of more but Iowcr probability .$i will improve the resolution in the estimated CCDF shown

in Figure 3-1. Because a consequence must be calculated for each scenario Si, the use of more Si results in more

dckailed specification of [hc calculations that must be ~rformed for each scenario.

For example, a scenario Si for lhe WIPP might be defined by

Si = {x : x a single 10,000-year time history beginning

considemtion in which a single borchole occurs}.

A more refined definition would be

at decommissioning of the facility under

(3-9)
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.$;~ ={ X:x a 1O,OOO-YC,Whistory al the WIPP beginning at decommissioning in which a single borehole

occurs be[wccn (i – 1)x 10~ and i x 103 years and no boreholcs occur during any other time

in[crwal}. (3-lo)
Then.

.’$i~C.$j, i = 1,...,10, ~d si c fisik (3-11)
k=l

Thus, si and Uk .$ik contain U]Cs:une set of time histories. ][owever, the in(tividual Sik we smaller sets of

time hislories thl are included in the larger set .$i. h WITIS Of pCrfOtTnCanCeaS.SCSSmCnt,each ~ik dCSLTibeSa

more specific set of conditions that must be modeled than does .$i. The estimated CCDF in Figure 3-1 could be

Constructed with either .$l Or the ~i~, although the use Of the ~ik would rcsuh in less aggregation error, and thus,

provide better resolution in the resultant CCDF.

The LSiappearing in the dctinition of risk in Equation 3-1 should be developed to a level of resolution at

which it is possible to view (1]canalysis for each .$i as requiring a fixed, but possibly imprecisely known, vector

x of variable wducs. When a set .$i is appropriately defined, i[ should bc possible to use the same model or

models and IIWsame vecmr of variahlc values m represent every occurrence (e.g., a 10,000-year time history for

the WIPP) in Si. Scenario Mini[ion must permit the consequences csi appearing in Equation 3-1 to be

calcukmxl with reasonable cfficicncy, while holding the amount of aggregation error that enters the analysis to a

rcasonahie ]eve]. Thus, although subdivision of S into a huge number of -$i (e.g., on tie basis of time of

inlrusion) may result in increased resolution in the estimate of CS, it may also result in a computationally

impractical analysis. Performance assessments must balance these competing requirements.

3.3 Determination of Scenario Probabilities

The second elcmcn[ of the ordered triples shown in Equation 3-1 is the scenario probability PSi. AS with

scenario definition, the probabilities ]}.$ihave been dcvekqwd at two levels of detail.

Preliminary probabilities for the summary scenarios have been developed by Marietta et al. (1989) and

Guzowski (1991). Apostolakis et al. (1991) provide an additional discussion of techniques for determining

probabilities in the contex[ of performance asscssrncnt for radioactive-waste disposal.

Probahilitics for the computational sccn,arios used in the construction of CCDFS are discussed in Chapter 5 of

this volume, and am based on (he assumption that [he occurrence of borchdcs through the repository follows a

Poisson process (i.e., arc random in [imc and space) with a rate constant 1. Formulas for determining ~.Si

dcpendcnl rm this ammplion arc derived in Claptcr 5. ~le derivations ‘arcgeneral and include both the stationary

(i.e., consIanI k) and nonslation,nry (i.e., time-dependent k) cases. The 1992 performance assessment estimates

conscqucnccs using both constant values for Aand lime-depmdent values derived from expert judgmcmt.
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3.4 Calculation of Scenario Consequences

The third element of the ordered triples shown in Equation 3-1 is the scenario consequence, CSi. Estimation

of csi is done using a linked system of computational models described in greater detail in Chapters 7 and 8 of

this volume.

The models used in the WIPP performance assessment, as in other complex analyses, exist at four different

levels. First, conceptual modc]s provide a framework in which information about the disposal system can be

organized and linked m processes that can be simulated with quantitative models. An adequate conceptual model is

essential for both the development of the sample space SO appearing in Equation 3-8 and the division of .$O into

the scenarios .$i appearing in Equation 3-1. As dctined in Chapler 2, alternative conceptual models may exist that

arc equally consistent with the available information. Consequences for each scenario must be estimated

.separaely for each akemative conceptual mtiel included in the analysis.

Second, mathematical models are developed to represent the processes at the site. The conceptual models

provide the context within which these mathematical models must operate and define the processes they must

characterize. The mathematical models are predictive in the.sense tha~ given known properties of the system and

possible perturbations m the systcm, they predict the response of the system. Among the processes represented

by these mathematical models are fluid flow, mechanical deformation, radionuclide transport in groundwater,

removal of waste through in[ruding boreholcs, and human exposure to radionuclides released to the surface

environment. Mathematical models for these processes, and others, are described in Chapter 7 of this volume.

‘Ilird, numerical models are developed to approximate the mathematical models: Most mathematical models

do not have closed-form solutions, and numerical procedures must be developed to”provide approximations to the

solutions of the mathematical models. In essence, these approximations provide “numerical models” that calculate

results that arc close m UK solutions of the original mathematical models. - For example, Runge-Kuua procech.rrcs

are often USC(Ito solve ordinary differential equalions, and finite difference and’finite element methods arc used to

solve partial differential cqua[ions. In practice, it is unusual for a mathematic~l model to.have a solution that can

be determined withoul (1N usc of an intermediate numerical model. Numerical models used in the WIPP

performance assessment arc described in appendices to this volume.

l%urth, the complexity of the system requires the use of computer codes to implement the numcricat models.

Figure 3-6 illustrates the sequence of linked codes used in the 1992 WIPP performance assessment. Each of the

models appearing in this Iigure is briefly described in Table 3-1; more info~ation is available in Chapter 7 and

ap~ndicm m this volume, and in references ci[cd Ihcre.

3.5 Monte Carlo Analysis Techniques

32 As discussed in more detail by Hclton et al. (1991) and in Volume 4 of this report, the WIPP performance

33 assessment uses Monte Carlo techniques for uncertainty and sensitivity analyses. In the context of this report,

34 uncertainty analyses cvaluale uncertainly in performance estimates that results both from the existcncc of

35 ahemative conceptual models and from the uncertainty about imprecisely known input variables. Sensitivity anal-
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Figure 3-6. Models USC(Iin 1992 WIPP performance assessment. The names for computer models (i.e.,
computer codes) ,areshown in capitaJ le[lers.
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Table 3-1. Summary of Computer Models Used in the 1992 WIPP Performance Assessment

Model Description

BRAGFLO

CCDFPERM

CUTTINGS

GENII-S

GRASP-INV

PANEL

SANCHO

SEC02D

SECOTP

Describes the multiphase flow of gas and brine through a porous, hcterogenous reservoir.

BRAGFLO solves simultaneously the coupled partial differential equations that deseribe the mass

conservation of gas and brine along with appropriate constraint equations, initial conditions, and

boundary conditions (Chapter 7).

Constructs probabilities for various computational scenarios associated with human intrusion by

exploratory drilling (Section 1.4.2 of Volume 3).

Calculates the quantity of radioactive material (in curies) brought to the surface as cuttings and

cavings generated by an exploratory drilling ofmation that penetrates a waste panel (Chapter 7).

Estima[cs potential radiation doses to humans from radionuclides in the environment (Leigh et

al., in review).

Automatically gcncratcs simulations of trmsmissivity fields (estimates of transmissivity values)

conditioned on mcmmxl transmissivit y values and calibrated m steady-state and transient pressure

data at well locations using an adjoint sensitivity and pilot-point technique (LaVenue and

RamaRao, 1992).

Calculates rate of discharge and cumulative discharge of radionuclides from a repository panel

through an intrusion borchole. Discharge is a function of fluid flow rate, nuclidc volubility, and

remaining inventory (Chapter 7).

Finite element program that solves quasistatic, large deformation, inelastic respon.sc of two-

dimensional solids (Stone et al., 1985). [Jsed in the 1992 performance assessment to determine

porosity of the waste as a function of time and moles of gas generated (Section 1.4.7 of

Volume 3).

Calculates single-phase Darcy flow for groundwatcr-flow problems in two dimensions. The

formulation is based on a single partial differential equation for hydraulic head using fully

implicit time diffcrencing (Chapter 7).

Simulates Iluid [low and transport of r~dionuclides in fractured porous media (Chapter 7).
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yses dc[crrninc the contribution of individual input variables to the uncertainty in model predictions. As used

here, both these types ot’analyses provide information about the effects of subjcctivc, or Type-B, uncertainty. The

t!ffeCL\of stodmlic, or ‘1’ype-A,uncul,ninly arc iucorpomtcd into the performance assessment through the scenario

probabilities p.$i appearing in F~uation 3-1.

Mrmtc Carlo analyses involve five s[cps: (1) selection of the variables to be examined and the ranges and

distrihulions for Iheir possible values; (2) getwration of the samples to be analyzed; (3) propagation of the samples

through the analysis; (4) unccr~~in[yanalysis; and (S) sensitivity analysis. ‘rhesc steps are deseribed briefly in the

following seclions. A more comp]etc discussion can be found in Helton et al. (1991).

3.5.1 Selection of Variables and Their Ranges and Distributions

Mon[c Carlo analyses use a probabilistic procedure for the selection of model input. Therefore, the first step

in a Momc Carlo analysis is [he selection of unccrmin variables and of ranges and distributions that characterize

the uncertainty io their possible wducs. These variables are typically input parameters to computer models, and

the impact of the assigned ranges and distributions can be great: analysis results are controlled in large part by the

choice of input. Rcsuhs of uncertainly and sensitivity analyses, in p,articuhu, strongly reflect the characterization

of uncerminty in the inpul data.

As discussed in dc[ail in Volume 3 of d~isreport, iuforrna[iou about the ranges and distributions of possible

values is drawu from a variety of sources, including field data, laboratory data, literature, and, in instances where

significant uncertainty exists and site-specific information is unavailable or insuffkicot al the time of the!

analyses, subjective expert judgrncnt. In general, da[a from these sources cannot be examined statistically and

incorpmmxl directly in pcrforrn,ance-a. wssmcntanalyses, because dala are rarely gathered with the specific model

application in mind. Spatial and lcmporal scales over which the dakl are valid often do not match those of the

models’ applications, and in many cases, real sile-specific data ,arc simply not available. Data may be sparse or

unavailable because measurcnwnts ,arc infeasible (e.g., drilling sufficient borcholes to determine the regional

hck!rogencity of transmissivi[y io overlying aquifers), because direct measurements would in themselves crea[e

risk (e.g., drilling of horcholcs through [he repository m dclcrrnine the extent of an underlying brine reservoir),

because measummcn[s arc impossihlc (e.g., mcasuriug fu[urc drilling [cchnology), or for olher reasons.

The review process [hat leads from the available &~la to the construction of the cumulative distribution

functions (cdfs) used in the perforrnance-assessment analyses is described in detail in Volume 3 of this report.

Because of the nature of the available data and the type of analysis, this review process is unavoidably subjective,

and involves WCexpert judgment of the invcs[igalors and performance-assessment analysts.

The ultima[c outcmnc of the review process is a distribution function F(x) of the form shown in Figure 3-7

for each independent variable of in[crcst. For a par[icuhr variable x~,the function F is defined such that

prob(x < x~ s x + Ar) = F(.r+Ar)- F(x) (3-12)
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Figure 3-7. Distribution lunction for an imprecisely known analysis variable. For each value x on the
abscissa, the corresponding value F(x) on the ordinate is the probabilityy that the appropriate value
to usc in the analysis is less than or equal to .x(Heiton et al., 1991).
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1 That is, F(.r+ti) - F(x) is equal to the probability that the appropriate value to use for x~in the particular analysis

2 under consideration falls bet win-m x and (x+ Ax).

3 3.5.2 Generation of the Sample

4 Various techniques arc available for generating samples from the assigned distribution functions for the

5 variables (MeGrath ct al., 1975; McGrath and Irving, 1975~b), including random sampling, stratified sampling,

6 and Latin hypcrcubc sampling. As (liscus.scd in more detail in Hclton et al. (1991), the WIPP performance

7 mscssmcnt uscs stra[ificd sampling and Latin hypercube sampling.

8 Stralificd sampling is a modilicalion of random sampling in which a sysmmatic covcragc! of the full range of

9 possible values is forced by subdividing the sample space into stratu with assigned probabilities. The

10 decomposition of the subset S() shown in Equation 3-8 in[o scenarios .$i as indicated in Equation 3-1 is a form

11 of stm[ificd sampling in which the scenario protmbilitics P.’$iarc the strata probabilities. Stratified sampling

12 forces the inclusion of low-probability, but possibly high-consequence, scenarios, and is used to incorporate

13 stochastic, or Type-A, unccrt,tinty in[o the WIPP performance assessment.

14 La[in hypercube sampling (McKay et al., 1979), in which the full range of each variable is subdivided into

15 intervals of equal probabili[ y and samples ,aredrawn from each in[erval, is used to incorporate subjective, or Type-

16 B, uncertainly. in[o the WIPP performance assessment. Specifically, a Latin hypercube sample of size 70 was

17 gcncralcd from the 49 variab]cs in Tables 6.0-1, -2, and -3 in Volume 3 of this report. The restricted pairing

18 technique of hnan and Conovcr (1982) WMused to prevent spurious correlations within the sample. The resultant

19 sample is listed in Volume 4 of this report.

20 3.5.3 Propagation of the Sample through the Analysis

21 The ncxi s[ep is the propagation of Ihc sample through the analysis. Each clcmcnt of the sample is supplied

22 to the model as input, and the corrcspondin: model predictions arc saved for use in later uncertainty and sensitivity

23 s[udics. The Compliance Assessment Methodology Controller (CAMCON) has been dcvclopcd to facilitate the

24 complex calculations and storage of the inpu[ and output tiles from each program (Rcchard, 1989, 1992). This

25 mclhock)logy incorporates da[a bases, sampling procedures, model evaluations, data storage, uncertainty and

26 scnsi[ivi[y analysis procedures. and plo[ting capabilities into a unified structure. The structure and operation of

27 CAMCON is illustrated in Figure 1-1.

28 Additional information on CAMCON and i[s use in the 1992 WIPP performance assessment is given in

29 C.hap[cr 1 of this volume and in Rechard ( 1992).
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3.5.4 Uncertainty Analysis

Once a sample has been gcncratcd and propagated through a model, uncertainty in the model predictions can be

interpreted directly from the CC.DF. Stochastic, or Type-A, uncertainty, is represented by the steps in an

individual CCDF. Subjective, or Type-B, uncertainty, can be rcprcscmcd either with a family of CCDFS or with

a summary diagram showing mean and quamile curves, as shown in Figures 3-2 and 3-3.

Uncertainty in a predicted performance measure ean be characterized with an estimated distribution function,

which can be displayed either as tlw above CCDF, a density function, a cumulative distribution function, or as

box plots (Iman and Conover, 1982), as shown in Figure 3-8. The endpoints of the boxes in Figure 3-8 are

formed by the Iowcr and upper quar[ilcs of the data, that is, x 25 and x 75. The vertical line within the box. . . .
represents the median, x.50. The sample mean is identified by the large dot. The bar on the right of the box

extends to the minimum of x 75 + 1.5(x.75 - x 25) and the maximum observation. In a similar manner, the bar. .-
on the left ot’ the box extends to IIWmaximum of x 25- 1.5(x 75- x 25) and the minimum observation. The.- .-.
observations falling outside of these bars are shown with is. Box plots display the same information as a

distribution function in a rctluccd lon!i (without explicit probabilities). They are convenient for presenting and

comparing different distributions in a single figure, especially for displaying outliers (high consequence values).

3.5.5 Sensitivity Analysis

The final step i’1 a Monte Carlo study is sensitivity analysis, which provides information about the

sensitivity of the modc]ing syslem to uncerminly in specific input paramclcrs. Scnsilivity analyses can identify

those parwnelers for which reductions in uncertainly (i.e., narrowing of the range of values from which the sample

used in the Monte Carlo analysis is drawn) have the greatest potential to increase confidence in the estimate of

(tisposidl-system performance. Ittcntilica[ion of sensitive p.aramckrs can help set priorities for additional research;

however, because rcsuhs of these analyses are inhcrcrttly conditional on the models, data distributions, and

techniques used 10 gcncra[c thcm, the analyses cannot provide insight about the correctness of the conceptual

models and data distributions used. Qualitative judgment about the modeling systcm must be used in conjunction

with sensitivity analyses 10set priorities for performance-msessment thkl acquisition and model development.

Sensitively analysis techniques used in the WIPP performance assessment include scatterplots and regression

analysis, and are tlcscribed in dcmil by 1lclton CIal. (1991). Results of the 1992 sensitivity analyses are presented

in Volume 4 of this rcporl.
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I:igure 3-8. Example of hox plots (hypotilc[ical resulls).
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1 4. SCENARIO CONSTRUCTION

2 4.1 Evaluation of Events and Processes

3

4

5

6

7

8

9

10
11
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13

14

The selection of scenarios for consideration in WIPP PA is based on the formal five-step procedure described

by Cranwell et al. (1990). The five steps are (1) compiling or adopting a comprehensive se~ of events and

processes* that potentially could affect the disposal system, (2) classifying the events and processes to aid in

completeness arguments, (3) screening the events and processes to identify those that can be eliminated from

consideration in the PA, (4) developing scenarios by combining the events and processes that remain after

screening, and (5) screening sctm,ariosto identify those that have Iiule or no effect on fhc shape or location of the

CCDFS. %c[ion 4.1 summarizes work done on the first three of these steps: the identification, classification,

and screening of events and processes, rcfcrrcd to jointly as “evaluation of events and processes.” Evaluation of

events and proccsscs has not been significantly revised since 1991, and more complete discussions of specific

events and proccsscs arc available elsewhere (Guzowski, 1990; WIPP PA Division, 1991a). Additional work is in

progress on evaluation of events and processes in rcspon.se to reviewers’ comments (e.g., Appendix B of Volume

1 of this report), and will be incorporated in future PAs.

15 4.1.1 Identifying Events and Processes

16 The WIPP PA uscs the list of Po[cntially disruptive events and processes provided by Cranwell ct al. (1990)

17 as a starting point for sccn,tio tlcvclopmcnt (Table 4-1). This list was developed by a panel of experts that met in

18 1976 and again in 1977 under the auspices of the U.S. Nuclear Regulatory Commission to identify events and

19 processes that could compromise the frcrforrnancc of an engineered disposal systcm for nuclear waste constructed in

20 deep geologic media.* * Concerns raised during the development of the WIPP have led to the inclusion of three

21 additional events and proccsscs not itfcntificd by the p,anel: gas generation by the degradation of the waste, waste-

22 rela[ed explosions, and nuclc.arcriticalityy.

*
Note that classification of a phenomenon as an event rather than a process, or vice versa, has no affect on
scenario development. “Ilrcdistinction in terminology is based on 40 CFR 191B ($ 191 .13(a)), and has been
interpreted to describe the time interval over which a phenomenon occurs relative to the time interval of
interest. Events are relatively brief whereas processes may occur during a large portion of the time interval of
interest. The distinction is not rigid, however, and the terms are functionally interchangeable in scenario
development.

* * As listed in Cranwell et al. ( 1990), the Scenario Identification Panel Members and their affiliations were
William S. Twcnhofcl, United States Cieologicol Survey (USGS), Denver, CO; William W. DudIcy, USGS,
Denver, Co; Randolph Stone, Liswrcncc Livcrmorc National Laboratory, Livcrmore, CA; Frederick J. Pearson,
lJSGS, Rcston, VA; I1crbcrt R. Shaw, USGS, Menlo Park, CA; Donald Caktwcll, United States Nuclear
Regulatory Commission (USNRC). Wtsshington, DC: Ben Ross, The Analytical Sciences Corp., Reading, MA;
Edward Hawkins, USNKC. Wwhingtwr. DC; and Martin Ticrncy, Sandia Natiomrl Laboratories, Albuquerque, NM.
Working sessions of this panel were held on Dcccmbcr 7-8, 1976, at Grmrd Canyon, AZ, and again on April 13,
1977, in Carishad. NM.
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1 Table 4-1. Potentially Disruptive Events and Processes
2

Natural Events and Proecsses
3

Celestial Bodies Meteorite Impact

Surficiat Events and Processes Erosion/Sedimentation
Glaciation
Pluvial Periods
Sea-Level Variations
Hurricanes
Seiches
Tsunamis
Regional Subsidcncc or Uplift
Mass Wasting
Flooding

Subsurface Events ,andProcesses Diapirism
Seismic Activity
Volcanic Activity
Magmatic Activity
Formation of Dissolution Cavities
Formation of Interconnected Fracture Systems
Faulting

Human-Induced Events and Prwcsscs
4

Inadvatcnt Intrusions Explosions
Drilling
Mining
Injection Wells
Withdrawal Wells

Hydrologic Stresses Irrigation
Damming of Streams and Rivers

Reposimry- ,andWasIe-hxJuced
Evcnls and Proccs.ws

Caving and Subsidence
Shaft and Borehole Seal Degradation
‘Ilcrmally Induced Stress Fracturing in Host
Rock
Excavation-Induced Stress Fracturing in Host
Rock
Gas Generation
Explosions
Nuclear Criticality

5
6
7 Source: Modified from Cranwcll ct al., 1990.
8
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Classifying Events and Processes

1 4.1.2 Classify ing Events and Processes

2 ~isstcp isoptic~ll:ll, il~ldh~snc~tbcencarrie(l outexplicitly for WIPP PA. Cranwell etal. (1990) inc1urJed

3 classification in the procedure 10 assist in organizing the evcn[s and processes, to assist in completeness

4 arguments, and m provide insighL$when developing conceptual models of the disposal system.
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4.1.3 Screening Events and Processes

Events and processes are screcmed using three criteria tkveloped by Cranwell ct al. (1990): probability of

occurmncc, consequence, ml physical reasonableness; and a fourlh criteria specitic 10PAs conducted for 40 CFR

191B, regulatory requirements. All four arc applied in the context of the 1985 version of 40 CFR 191B (U.S.

EPA, 1985), and screening will be rccxamincd when the regulation is rcpromulgated.

The “probability of occurrence” and “con.wqucnce” criteria arc bawd directly on guidance provided in Appendix

B of40CFR 191:

The [EPA] assumes that . . . perlonmmce assessments need not consider categories of events or

processes that are estinm[cd to have less than one chance in 10,000 of occurring over 10,000 years.

Furthennorc, the performance xsessmcnts need not evaluate in derail the releases from all events and

procwsscsestimated to have a grea[cr likelihood of occurrence. Some of these events and processes may

hc omitted from the performance assessments if (here is a remonablc expectation that the remaining

probability distribution of cumulative releases would not bc significantly changed by such omissions

(U.S. EPA, 1985, p. 38088).

As interpreted by the WIPP PA Dcp,artmrmt,individual events and processes (as well as “categories of events

and proccsscs”) that have a probabilityy of more than 1 chance in 10,000 of occurring over 10,000 years will be

retained for further evaluation, Lower-probability phenomena (areidentified but not considered further. Low-

consequencc phenomena (i.e., those thal would not significantly change the CCDF) are identified qualitatively in

the WIPP PA methodology and arc eliminated regardless of probability (WIPP PA Division, 199 la).

Conscquenccs of these phenomena can be evaluated quantitatively if uncertainties warrant.

‘Ilc final scrccning criterion described by Cranwcll el al. (1990), “physical reasonableness,” is not explicitly

described in 40 CFR 191B. As USC(Iin WIPP PA, this criterion distinguishes between those phenomena to which

a meaningful probability can be assigned (e.g., meteorite impacts) and those phenomena for which scientific

undersmnding is insufficient to assign meaningful and defensible quantimtive probabilities (e.g., the occurrence of

volcanic activity in a geologic setting where such an event is unprecedented). “Ihc distinction between “physical

reasonableness” and “probability of occurrence” is not rigid, and phenomena identified as “physically unreasonable”

could also he climinalccl on the basis of cxtmmcly low probability.

The “rcgula[ory rcquircmcnts” cri[eri(m is used only to screen events related to hum,arractivities, and is based

dircc[ly on guidance in Appendix B of 40 Cl:tl 191:
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1 ...inadvertent and intermittent intrusion by exploratory drilling for resources (other than any provided

2 by the disposal system itself) can be the most severe intrusion scenario assumed by the implementing

3 agencies (U.S. EPA, 1985, p. 38089).

4 As intcrpretccl by the WIPP PA Department, this allows the exclusion of all deliberate human activities that

5 disrupt the repository, as well as those inadvertent human activities that could result in consequences (e.g., EPA

6 normalized cumulative rclcxes to the accessible environment, or other performance measures) greater than those of

7 exploratory drilling. Specifically, this criterion is used to screen acts of war, direct mining of the waste,

8 systematic drilling of multiple borcholes for resource production or other purposes, and modes of intrusion other

9 than exploratory drilling identified by an expert panel on inadvertent human intrusion into the WIPP (Hera et al.,

10 1991; memorandum by Hera in Volume 3, Appendix A of this report).

11 4.1.4 Summary of Screened Events and Processes

12 The following summary is taken from the 1{991PA (WIPP PA Division, 199 la), where each of the events

13 and processes Iistcd in Table 4-1 are dcscribcd in detail. As shown in Table 4-2, events and processes are either

14 retained for consideration in PA or scrccned out on the basis of the four criteria described in the previous section.

15 Events and processes retained for consideration are either included in the base-case scenario for the system or used

16 for developing scenarios describing disturbed performance.
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All of the natural events and processes Iistcd in Table 4-1 that have been retained arc part of the undisturbed

performance of the systcm, and none are included in the development of disturbed-performance scenarios.

Phenorncna such as erosion, scdirncntation, climatic ch,ange (phrvial periods), seismic activity, and some shallow

dissolution are certain [o cccur during the next 10,000 years, and are part of the conceptual model for the base-case

scenario. Several other listed events (ie., sea-level variations, hurricanes, seiches, and tsunamis) are restricted to

coastal areas, and are physically unreasonable at the WIPP location. Surficial geologic events, including regional

subsidence or uplift, mass wasting, glaciation, and flooding, and all subsurface events except seismic activity and

shallow dissolution of the Rustler-Salado contact arc screened out as physically unreasonable or of low

probability.

Of the human-induced events and processes, inadvertent explosions at the location of the waste panels are

excluded by regulatory requirements; inadvertent explosions nc,ar the waste panels during warfare and nuclear

testing are screcncd out on the basis of low probability. Irrigation and damming of valleys close enough to the

WIPP to have an impact arc low-probability events because of poor water and soil quality and limited water

supplies. Based on tic geologic setting ,andprevious resource evaluations, both exploratory drilling for resources

and the drilling of injection wells are realistic events for the WIPP, and are retained for scenario development.

Intrusion of injection WCIISinto the waste-emplacement region is not modeled explicitly in PA, because drilling

technology and therefore consequences arc assumccl to be the same M for exploratory drilling. Expert judgment on

the probability of intrusion by injection WCIISis not available (Hera, memo in Appendix A of Volume 3).

Injection wells that (lo not penetrate the repository arc screened out on the basis of low consequence.
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Table 4-2. Summary of Screened Events and Processes (from WIPP PA Division, 1991a)

RETAINED SCREENED OUT

Base-Case For Scenario Low Physically Low Regulatory
Events and Processes Conditions Development Probabilityy Unreasonable Consequence Requirements

Natural
Meteorite Impact ........ .. .. ... .... .. .. .. .. .. .. . .. .. .. .. .. .. .. .. . .. .. ...... .. .. .. . .. .. .... . x ....... . .. .. .. .. .. .. .. .. .. . .. .... .. .. .. .. ......................... .................
Erosion/Sedimentation .......... .. .. ..... . ...x ........ .. . .... .. .. ...... .. ... . .... .. .. .. . ... ... .. .... .. .... .... .. .. .. .. . .... .. .. .. .... .. .. ... ... . ..............................
Glaciation ......... .. .... .. . .. .... .. .. .. .... .. .... .. .. . .. .. .. .. .. .. .. .. .. .... .. .. . .. .. .. .. .. .... .. .. .. .. .. . .. .. .. .... .. .x ....... .. .. ...............................................
Pluvial Periods (Climate Chan~e) .........x ........ .. . .. .. .... ...... .. .... .. .. .... .. . .. .. .. .. . ... .. .. .. .. .. .. .. . . .. . . ... . ... .. . ... .. .. .... ... . .. . .. .. .. .. ..................
Sea-Level Variations ........... ...~.~........ .. .. . ... .. .. . .. .. .. .. .. .... .. .... .. . .. .... .. .. .. .... .. .. ... .. .. .. .. ...x
}Iurricanes ........... .. .. ... .... .... ... ........... .... ... .... ... ........ ....... . .. ........... .... .... ... ....... .... .....x
Seiches ............ ... ..... ... ..... ... .. ... .. ...... . . ... ..... ...... .. ... ..... ... . .... ... ........... .. ... ... ..... .. ... ....x
Tsunamis

``Conventional'' ... .. .. .. .. ... . ... .. .... .. .. .. .. .. ... ... . .. .. .... .. .. ...... .. .. . .... .... .. .. .... .. .. .... . .. .. .... ...x
Mekorite Impact ....... ..... .... .. . ... .. .... . . . .. .. .. .. .. .. .. . .. .. .. .. .. .. .. .. . .. .. .....x ........ .. .... .. .. .. .. ..

Regional Subsidence orUplift .... .. .. .. .. .. . .. .... .... .. .... .. .. ....... .. .. .. .. .. . .. .. .. .. .. .... .. .. .. . .. .. .. ...x
Mass Wasting ............ ..... .. ...... ........ ..... ....... ...... ............. ................ ... ....... ...... .........x
Flooding
Dia~ifism"~~~~~~~~~~~~~~~j~:jj:~IjIj;j;j;j;I:I~I~ljl~l~~~~~~~~~".~".~".~".~~~~~~."~~~~~~~~~~~~;~~~~~~1~~~1~~1~11~~;:j:j:j:jjj~
Sei~mic Activity ......... ..... .. .. . .. .. .. .. . ...x ........ ... .. .. .. .. .... .. .. .. .. .... .. .. ... .... .. ... ... .. .. .. .... .. .. .. .. . .... . . .. . ... .. .. ......................... ..............
Volcanic Activity ......... .. .. .. ... .. .. .. .. .... .. .. .. .... . .... .... .. .. ..... ... .. . ...... .. .. .. .... .. .. .. .. ... .... .. ...x ....... .. .. .. .. .. ... .................................. ....
Magmatic Activity ......... ... ... . .. . ... .. .... .. . . .. .. .. . .. .. .... ... ....... .. .. .. . .. .. .... .. .. .. .. .. .. ... .. .... .. ...x ....... .. .. .. .. ... .. .. .............................. ......
Formation of Dissolution Cavities

Deep Dissolution .... .... .... .. .. . .. ..... ... . . .. . ... .. .. . .. .. .. .... .... .. .. .... . .. ...... .. .. .... .. .... . .. .. .... ...X .. ....... .. ... . .. .. . .. .. .. .. .. .. . .......... ...............
Shallow Dissolution

Rustler-Salado Contact ........ .. . .. .. ..x ........ .. ... ... ... .... .. .. .. .. .... .. .. ... .... .. .... .. .. .... .... .... . . .. . ..... . .. . ... .. ... . .. .. .. .. .. ... ........................
Nash Draw* ........ .. ... .. .. .. ... ... .. .. ... . . .. .. .... .. .. .. ... .. .. .. .. .. .. .. . .... .....x ....... .. ... .. .. . .. .. x ....... .. .. . ... .. ... .. .. .. ................................

FormationofInterconnccted
Fracture Systems ................ ........ ....... ......... .... .... ............ ............. ............ ................x ....... .. .. .. .. ... .. .. .. .... . .............................
Faulting ......... .. .. .... . .. .. .. .. .... .. .. .... .... .. . .. ...... .. .. .. .. .. .. .... .. ... .. .. .. ...... .. .. .... .. .. . .. .. .. .... ...x ......... ............................................. ....

*Screening criterion depends on which pxsiblemechanisms considered for originofNash Draw



Table 4-2. Summary of Screened Events and Processes (from WIPP PA Division, 1991a) (continued)

RETAINED SCREENED OUT

Base-& For Scenario Low Physically Low Regulatory
Events and Processes Conditions Development Probability Unreasonable Consequence Requirements

Human-Induced
Explosions

At Waste.Panels L~ation ..... ... ....... . ... ... .... .... .. .. .. .. .... . ... .... .. .. . .. .... .... .. .. .. .... .. .. .. . ... .. . .. .. .. .. .. .. .. .. .. .. . ... .. .. .. ...................x .......
Near Waste-Panels Location

At SurfaceWarf~c ............................. ......................................x ....... . .. .. .. .. .. .. .. .. . . . .... .. .. .. .. .... .. .. . .. .. .. .............................
WepTesting ......... .. ... .... . . .. ...... .. . .. ...... ...... ... .. .. .... .. .. ..... .. .... ...x ........ .. .. .. .. .. .. .. .. . . . .... .. .. .. .. .. .... .. . ........ ...........................

Dtilling (ExploratoV) ........ .... . . .. ... .. .. .. .. ... .... .... .. . .. ....x ......... .. ... ... .. .. .. . ... .... .. ... .. .. .. .. . . .. .. .. .. .. .. . .. .. .. .... .. .. .. .............................
Mining

At Waste.Pancls Location ..... .... .. .. .. .. .. .. . .. .. .... .... .. .. .. .. .. .. ...... ... .. .. .. .. .... .. .... .... .. .. .... .. . . . .. .. .. .. .. .. .. .... .. .. ... . ............... ......x .......
NearWaste-Panels Location .. ......... .. .. . ...... . .... .. .. . .. ..x ........ . .. ... ... .. .. .. .. .. .. .. .. ... .. .... .. .. .. .. .. .. .. .. . .. .. .. .. .. .. .. .. .. .... ... .. ..................

InjectionWells ........ .. .. .. .. .... . . . .. ...... .. .. .. .. .. .. ...... ... .. .. .. .. .. .. .. .. .. .. .. .... .... .. ... .. .. .. .... . ..... .. .. .. .. ... .. .. .. ........x ................................
Withdrawal Wells

WaterWells ..... .... . .. .. .... .... . . ... ..... . .. . ....... . .... ... .. .. ..x ........ ... .. .. ... ..... .... .. .. .. . .. .. .. .. .. .. . . .... .. ... . . .. .. .. ...... .................................
OilandGasWells

At Waste.Pmels Lmation .. ...... .. .. .. .. ...... . .... .. .. .. .. .... .. .. ...... .. .. . .. .. .... .. .. .... .. .. .. .. .... .. . . . .. .... .. .. .. .. .. .. .. .. .. .. ... . . ................x .......
NcarWaste-Panels Location ......... .. .. .... ... .... .. .. .... .. .. .... ... .... .... .. .. .... .. .. .. ... .. .. .. ...... .. .. .. .... .. . .. .. .. ... . ..x ........ . . ... . .. ................
Geothermal Wells ......... . . ......... ... ........ .................................................................. ... ............... ....... x ................................

Irrigation ........ .... .... ... .. .. .. .... . . .. ...... . .. .. .. .... ..... .. .. .. .. .... .. .. .. . .. .... .. ...x ....... . .. .. .. .. .. .. .. .. . . . .... .. ... . ............. .................................
Damming ofStre,ams and Rivers

At Pecos River . ...... . ... .. . ... . . . .. .. .. .. .. .. .. .. .. .. ...... .. .. . .. .. . ... .. .... .. .... .. .. .... ... .. .. .. .. .. .. .. .. .. .. .. .. .. .. . .. .. .. .. ...... x ......... . ... ... .. . .... .. . .. .. ..
Ne~Nash Draw .......... .. . .. .. . . .. .. .... .. . . ... .. .. .... .. .. . .. .... .. .... .. .. ... .. .. ...x ....... . .. .. .. .. ...... . . .. . .. .... . ... .. .. .. .. .. ....................................

Rcpsitory-andWaste-Induced
Subsidence and Caving .......... . . .. .. .. . .. . . .. .... .. .. .... .... .. .. .. . .. .. .... .. .. .. .. .... .. .... . .... .. .. .. .. .... ... . .. .... .. . .. .. .... .. .. ..x ................................
Shaft &Borehole Seal Degradation. ....... . x ....... .. ... .. .. .. .. ... . .. ...... .. .. .. ... .... .. .... .. .. .. .. .... .. .. .. . .. .. .. .. .. .. .... .. .... .. .. .. .. . . . .. . ... ................
Thermally Induccd Fracture ... .. ...... .. . .. .. .. ..... . .... .... . .. .. .. .. .. .... .. .. . .. . ... .. .. .. .... .. .. . .. .. .. ...x ........ .. .. .. .. .. .. . .. .. .. .. .. .. ... .......... .............
Excavation-InduccdFmcturcs .. . .... ... ... . . .,x ......... .. . .... .... .. .. ...... .. .. .... .. . .. .. .. .. .... .. ... .... ... .. ... .... .. .. . . .. .. .. .. .... .. .. .. .. . .. .. ....................
GasGcncration .... ..... .. .. . .. .... .. . .. ..... . . .. .x ....... .. . .. .. .. ... . .... .. .... .. .. .... .. . .. .. .. .. .... .. .. .. .. .. .. .. .. ... .. .. .. .. .. .. .. ............... ........................
Explosions (Gas ignition) ...... .. . . .. .... .. . .. .. .... .. .... .. .. .. .. .. .. . .. .. ...... .. .. ... . .. .... .. ... ... ... .. .. .. .. .. .. .... .. .. . .. ... . ... ...x ... .... .........................
NearCriticality

Critical Mass (Explosion) ... .. .. ... .... . ... .. .. .. . .... .. .. .... ... .. .... .. .... . .... ...x ....... . .. .. .. .. .. .. .. . . .. ... .. . ... .. .. .. .. .. .. . .. .. .. .. ... . .......................
Sustined Reaction** ......... .. .. .. .. .. .. .. . .. .. .. . ..... .... .. .. .. .. .. .. .. .... .. ... .. .. .... .. .. .. .... .. .. .. .. .. .. .. .. . .... .. .. . ... .. .. .. .... .............. ...................

** Re~ncdforaddibOnd evaluation
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In the category of waste- ,andrepository-induced events and processes, gas generation and shaft-seal degradation are

part of the conceptual model of the base-cmc scenario. Borchole seal degradation is addressed through parameter

uncertainty during modeling. Excavation-induced fracturing in the host reek is handled by including the disturbed

zone sumounding mined openings in the conceptual model of the base-case scenario. Caving into the rooms or

drifts may occur in the short turn after decommissioning, but this process has no Iong-tefm consequences on

performance because of the mechanical behavior of salt. Thermally imluccd fracturing of the host reek is not a

physically reasonable phenomenon because of the low thermal output of WIPP waste. Subsidence caused by the

mined openings and explosions caused by the ignition of gases crcaled by w~stc degradation have no effect on the

Iong-tcnn performance of the disposal systcm and can be eliminated from scen,ario development. Nuclear

criticality requires additional evaluation before a screening decision is made.

As shown in TrIblc 4-2, a total of 10 events and processes arc retained for consideration following screening.

Seven of these are csscnlirdly certain to occur, and are included in the conceptual model for the base-case scenario

(SCCSection 4.2.3.1). The other three+ xplora[ory drilling, potash mining near the waste panels, and water

wells—,arc used to develop summary seen.arios describing disturbed performance of the system. Exploratory

drilling is subdivided inlo two possibilities: drilling into a waste-filled room or drift and a brine reservoir in the

underlying C.astilc Fonna[ion (Event E 1), and drilling inm a waste-filled room or drift without penetrating a brine

reservoir (Evcn[ E2). Mining (llvcnl ‘1’S)is limited to potash extraction by either conventional or solution

methcds in areas beyond the boundaries of the waslc panels; drilling of withdrawal wells (Event E3) is hmitcd (o

water wells in areas where water quantity and quality will permit water use. Both mining and water wells will be

evaluated in future!pcrfonnancc asscssmcnls for their cffCCL$on groundwater flow in the WIPP area.

4.2 Summary Scenarios

4.2.1 Development of Summary Scenarios

As explained in the 1991 PA documentation (WIPP PA, 1991a, Section 4.1.7), logic diagrams based on the

approach defined by Cranwel] ct al. (1990) arc!used to combine events and proeesscs that remain after screening

into summ,ary scenarios. As the logic diagram for the WIPP performance assessment (Figure 4-1) shows, no

tcmpral relationship bctwccn events and processes is implied by their sequcncc across the top of the diagram; at

each junction within the diagram a yes/no decision is made as to whether the next event or process is added to the

scenario. As a result, each sccn;uio consists of a combination of oecurrcncc and nonoccurrence of all events and

processes that survive scrccming (Cranwcll ct al., 1990). To simplify scenario notation, only the events and

processes (hat occur arc USC(Ito identify the scenario. Based on the assumption Ihat the events and processes

remaining a!lcr scrccning define all possible fulurcs of the disposal system lhat are important for a probabilistic

assessment, the logic diagr,am produces scermrios that arc comprchcnsivc and mutually exclusive bccausc all

possible combinations of events and processes are developed, and each scenario is a unique set of events and

prccesses.

Figure 4-1 shows all of the scenarios (the possible combinations of the four events) that survived the

screening proecss for the WIPP (Seclion 4.1.4):
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Figure 4-1. Polential scenarios for the WIl)l] disposal systcm.
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Summary Scenarios
Development of Summary Scenarios

1 ● El, the inadvertent drilling of an exploratory borehole into a waste-tilled room or drift and a brine reservoir

2 in the underlying Castilc Forma[ion,

3 ● E2, the inadvertent drilling of an exploratory borehole into a waste-filled room or drift that does not

4 intersect a brine reservoir in the underlying Castile Formation,

5 ● E3, drilling of water withdrawal wells in areas where water quality will permit water use, and

6 ● TS, mining for potash by either conventional or solution methods in areas beyond the boundaries of the

7 waste panels.

8 For the 1992 PA calculations, only the base-case scenario and scenarios containing the El and E2 events were

9 considered; therefore, only four summ,ary scenarios were evaluated this year: the base ease (expected behavior of

10 the disposal system without disruption by human intrusion), E 1, E2, and El E2. The TS event will be added to

11 later PA calculations for 40 CFR 191B. The III event will be cvalua[ed in safety assessments because it provides

12 a potential pathway through which human doses could occur.

13 4.2.2 Screening of Summary Scenarios

14 The purpose of scenario scrccning is to idcnlify those scenarios that will have no or a minimal impact on the

15 shape and/or location of the mean C.CDF. The criteria used to screen combinations of events and proccs.ses

16 (scenarios) are simikar to those criteria used to scrccn individual events and processes (Section 4.1.3). “~hcsc

17 criteria are physical reasonableness of the combinations of events and processes, probabilityy of oecurrcncc of UIc

18 .wenario,and consequence.

19

20

21

22

23

24

25

26

27

The probability of occurrence for a scen,ario is determined by combining the probabilities of occurrence and

nonoccurrence from the events and proecsscs that m,alwup the scenario. A mechanical approach to determining

scenario probabilities can be implcrnen[cd by assigning the probability of occurrence and nonoccurrence for each

event and process to the appropriate “yes” and “no” Icgs at each bifurcation in the logic diagram (Figure 4- 1). Ile

probability of a scenario is the product of the probabilities along the pathway through the logic diagram that

defines that scenario. Based on the probability criterion in Appendix B of 40 CFR 191 for scrccning out

individual events and processes, scenarios with probabilities of occurrence of less than 1 chance in 10,000 in

10,000 years need not be considered in determining compliance with 40 CFR 191B, and therefore, consequence

calculations arc nol necessary.

28 Consequence in this step of the procedure means intcgra[cd discharge to the accessible environment for 10,000

29 yc,ars. By inferring tha[ the guidance in Appendix B of 40 CFR 191 for individual events and proccsscs also

30 applies to scen,wios, scen,tiios whose probability of occurrence is greater than the cutoff in Appendix B can be

31 eliminated from further consideration if their omission would noI significantly change the remaining probability

32 distribution of cumula[ivc releases. Because the degree [o which the mean CCDF will be affected by omitting

33 such scenarios is difficult to estimate prior to constructing CCDFS, only those scenarios that have no releases or

34 very small, Iow-probabil ity releases should IW screened out from additional consequence calculations. If
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1 significant changes arc made to the data base, the conceptual models, ormathcmatical models of the disposal

2 system, the omimxl scemrios should be rc.scrccned.

3 In implementing this step of the procedure for this preliminary WIPP performance assessmen~ no secnarios

4 were screened out. Because parameter values did not define the events, all combinations of events in the scenarios

5 are physically reasonable. Because final scenario probabilities have not been estimated, no scenarios were screened

6 out on the basis of low probability of oecurrtmce. Final calculations of consequences have not been complctcd, so

7 no .secnarios were serecned out on the bmis of this criterion.

8 4.2.3 Retained Summary Scenarios

9 This section describes the scenarios retained for consequence analysis that are considered in the 1992 PA

10 calculations.

11 4.2.3.1 UNDISTURBED SUMMARY SCENARIO (.$B)

12 Guidance from 40 CFR 191

13 The Individual Protection Requirements of 40 CFR 191B ($19 1.15) call for a reasonable expectation that the

14 disposal system will limit annual doses to individuals for 1,000 years after disposal, assuming undisturbed

15 performance of the disposal syslcm. Undisturbed performance is defined in 40 Cl% 191B to mean “the predicted

16 behavior of a disposal system, including consideration of the uncertainties in predicted behavior, if the disposal

17 system is not disrupted by human intrusion or the occurrence of unlikely naturat events” ($191.12(p)). Duration

18 of this performance is nol limited by the definition.

19

20

21

22

23

24

25

26

27

28

Although undisturbed performance is noI nwn[ioned in the Conmimnent Requirements (~191. 13), undisturbed

performance is not precluded from the conminmcnt calculations and, for the WIPP, is the base case of the scenario-

dcvelopment methodology (Cmnwell et al., 1990; Guzowski, 1990). The base-case scenario describes the disposal

system from the time of decommissioning and incorporates all expected changes in the system and associated

uncertainties for the 10,000 years of concern for $191.13. Subpart B of 40 CFR 191 does not provide a definition

of unlikely natural events to be excluded from undisturbed performance nor, by implication, likely natural events

to be included. Bccausc of the rcltilivc stability of the natural systems within the region of the WIPP disposal

system, all naturally occurring evenls and proccs.ses that will occur are part of the base-case scenario and are

nondisruptive. These conditions represent undisturbed performance (Marietta et al., 1989; Bcrtram-Howery et al.,

1990). ‘Ilcy include the events and processes retained for undisturbed conditions, which are listed in Table 4-2.
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Retained Summary Scenarios

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

Base-Case Description

Afler the repository is filled wilh w:~stc,the disposal rooms and drifts in the panels are backfilled and seals are

emplaced in the shafts and access drifts to the panels (Figure 4-2). While excavations are open, the salt creeps

inward because of the dccrcme in confining pressure on the salt around the rooms. Portions of the access tilfts and

the lower p,arts of shafLsare filled with prcconsolidatcd, crushed salt (Stormont et al., 1987; Borns and Storrnont,

1988; Nowak et al., 1990). Becau.scof the high Iithostatic pressures at the repository depth, salt creep is expected

to exert sufficient pressure on the crushed salt to consolidate the material into low-conductivity seals with

properties similar to those of the host rock. Portions of the upper parts of the shafts are also filled with salt, but

pressure is not expected to be sufficient here to cause the same degree of consolidation as is expected in lower

portions of the shafts.

Gas gcnera[ion is an important process for the undisturbed case. Some waste and some waste containers will

be composed of organic material. Bccausc microbes transported into the repository with the waste are expected to

be viable under sealed-repository conditions (Brush and Anderson, 1989b), organic material in the repository will

biodegradc with concomitant generation of g~ses. In addition, moisture in the repository, either brought in with

waste or seeping in from the Salado Formation, can corrode metals in the waste and metallic waste containers

themselves, with gas gcneraIed as a by-product. Radiolysis also will generate gases.

Sufficient qu,antitics of gas will be gcneraled m result in elevated pressures h the repository, approach@ and

perhaps exceeding Ii[hostatic pressure (approxirnalcly 15 MPa). Elevated pressures may open fractures in

anhydrite layers above and below the waste-disposal panels, which arc relatively more brittle than the plastic

halite.

Two potential pathways for groundwatcr flow and radionuclide transport dominate the undisturbed disposal

systcm (Figure 4-2):

● In the f~st path, the pressure gradient between the waste-disposal panels and the Culebra causes brine and

radionuclidcs to migrate from the waste-disposal panels to the base of the shafts and up the shafts toward

the Culebra. This migration may occur directly Ihmugh panel seals and the backfill in access drifts, but is

more likely to occur through anhydri[e inlerbcds (primarily MB139 below the panels, but possibly also

MB 138 and intcrbuts A and B above the panels). Contaminated brine may enter the interbeds either

through fractures in salt in the DRZ, or directly as a result of rooms and drifts intersecting the interbcds

during construction or room closure. Migration to the base of the shafts could then occur in fractures in the

anhytlritc layers. Migration up the Shafts occurs through the shaft-seal system.

● The second rn:ijor palh for brine and radirmuclide migration from the undisturbed repository is laterally

through anhydrilc intcrbcds toward Ihc subsurface bound,ary of the accessible environment in the Salado

Formation. Brine enters the intcrbcds as described for the first path, and is driven outward from the panels

by elevated pressures in the wa.stcresulting from gas generation.
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Figure 4-2. Conceptual model USC(Iin simulating undisturbed performance.
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Retained Summary Scenarios

1 A third pathway for radionuclide transport from the undisturbed disposal system was considered in previous

2 analyses (Lappin el al., 1989), in which brine migrated vertically from the panels through the intact Salado

3 Formation tow,nrdthe Culebra. Although this pathway has a larger pressure dcclinc over the shortest distance than

4 either of tho.scdiscussed above, and also has the largest cross-sectional area through which migration could occur,

5 low Pcrmcabililics of the intact halite result in extremely long travel times (400,000 years for the first arrival of

6 radionuclides at the Culehra, as calculated by Lappin et al. [1989]). Because of the improbability of developing

7 intcrconnccted, vertical fmcturcs in the plastic halite, this pathway is not modeled in performance assessment.

8 4.2,3,2 HUMAN-INTRUSION SUMMARY SCENARIOS

9

10
11
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13
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16

17
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Guidance from 40 CFR 191

Appendix B of 40 (TR 191 provi(lcs guid,nnce on a number of factors conccming human intrusion. Active

controls cannot be assumed [o prevent or rcducc radionuclide releases for more than 100 years after disposal (U.S.

EPA, 1985, p. 38088). Passive institutional controls can be assumed to deter systematic and persistent

exploitation and to reduce the likelihood of inadvertent intrusion, but these controls cannot eliminate the chance of

inadvertent intrusion. As discussed in Section 4.1.3, Apfxmdix B (U.S. EPA, 1985, p. 38088) also suggests that

exploratory drilling for resources can be the most severe form of human intrusion considered, and that the

likelihood and consequence of drilling should be based on site-specific factors. In keeping with the guidance, this

assessment includes scenarios that contain human-intrusion events.

Intrusion Borehole through a Room or Drift into Pressurized Brine in the Castile Formation
(Summary Scenario El)

Scenario El (Figure 4-3) consisls of one or more borcholcs that penetrate through a waste-filled room or drift

and continue in[o or through a brine reservoir in the underlying Castilc Formation in which brine pressure is

between hydrostatic and Iithostalic for [hat depth (Marietta et al., 1989). Radionuclides maybe released to the

accessible environment in two ways: some radionuclides will be brought to the ground surface during drilling as

particulate malerial cntrainul in (hilling fluid; additional radionuclides may reach the subsurface boundary of the

accessible cnvironmcnl following long-term grmmdwater transport up the borehole and laterally down a

potcntiometric gradient in the Culebm Dolomite Member of the Rustler Formation.

Radionuclidcs rck!ascd during drilling result from the drill bit directly intersecting waste. Material ground up

by the drill bit (cuttings) is transported to the surface by the circulating drilling Iluid. Additional material may be

eroded from the walls of the boreholc by the circulating drilling fluid (cavings) or by the.spalling of solid material

inlo the hole as the panel depressurizcs. Cultings, cavings, and spallings arc collectively referred to as cuttings in

fxxformancc-~sscssment documentation.

After drilling is complclc, the hole is assumed to he plugged and abandoned. All borehole plugs and drilling

mud remaining in the borchole, cxccpt for a plug above Ihc Culcbm, arc assumed [u degrade into material with
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Figuw 4-3. COnccptuid model for sccuario El. Arrows indicate assumed direction of flow. Exploratory borcholc
penetrates pressurized hrinc below the repository horizon. Z?cis the release of material dirccUy from
the drilling operation. Race is the rekwse at tk subsurface boundary of the accessible environment.
A plug above the Culebra Dolomite Mcmher is assumed to remain intact for 10,000 years.
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properties similar m [hose of silty sand. Plug degradation is in keeping with guidance provided by Appendix B of

40CFR 191: “consequences of... inwlver[cn( drilling need not he more severe rhan ... ercation of a groundwater

flow path with a permeability typical of a borcholc tilled by the soil or gravel that would normally setde into an

open hole over time-not (1ICpermcahili[y of a carefully sealed borcholc” (U.S. EPA, 1985, p. 38089). The

borehole is assumed [o remain propped open by the material filling it, preventing closure of the hole by salt creep

in the Salado Formation. A single plug above the Culebra is assumed to remain intact for Scenario El, diverling

all upward flow in[o the Culebra an(l maximizing radionuclide transport into that unit and toward the subsurface

boundary of the accessible environment. Rate of flow depends on the head (lifferencc between the Crdebra and the

injec[cd brine and on the hydraulic properties of the borehole fill. Radionuclides from the room may be

incorporated into the Casti]e brine if it circula(cs through the waste adjacent to the borehole.

Intrusion Borehole into a Room or Drift (Summary Scenario E2)

Scenario E2, like Scenario El (described above), also consists of one or more borcholcs that penetrate to or

through a waste-tlllcd room or drifl (Figure 4-4). Unlike Scenario E1, howtwcr, the borchole does not intersect

pressurized brine or any other importmt source of water (Marietta et al., 1989). Releases of cuuings at the ground

surface during drilling arc identical (o those described for Scenario E 1, as <arcthe assumptions about borchole

plugging. Rate of flow into the Culcbra is dckxmined in Scenario E2 by the head gradicat between the repository

and tie Culcbra and the hydraulic properties of the borcholc fill.

Intrusion Borehole through a Room or Drift into Pressurized Brine in the Castile Formation and
Another Intrusion Borehole into the Same Panel (Summary Scenario El E2)

Scenario E 1132consisls of cxac[ly IWOborcholes thal penetrate wasle-lilled rooms or drifts in the same panel

(f:igure 4-5) (M,aric[[a C[ al., 1989). Onc borehole also penetrates pressurized brine in the Castilc Forma[ion,

wht!rcas the other borchok! does not. Assumptions about Ihc degradation of borchole plugs arc the same as those

described for Scenarios E 1 and 132,except that in this case specific plugs arc assumed to remain intact so as to

maximize flow from [he C21stilcbrine reservoir Ihrough the waste and into the Culebra. The borcholc that

penetrates the pressurized brine (the E 1-type boreholc) remains plugged belween the waste and the Culebra; the

other borcholc (the E2-type borcho]c) remains plugged ahovc the Culcbra. Brine flow in Scenario El E2 is driven

by the head diffmmce be~wc!cnUreCastile brine reservoir and lhc Culebra.

Radionuclidcs are mlcascd directly to the surface during (hilling of the two holes as described with El and E2;

additional rclcascs from this sys[em arc dcpcndcn[ on the sequence in which the holes am drilled. The plug in the

horchok! [hat pcnc[ralcs the pressurized brine rescrvrrir allows brine flowing up the hole [o enler the repository but

not leave the repository until the second hole pcnc[ratcs the same panel. Oncc the second hole is drilled, a

pathway is formed for brine and g:is from the pressurized t-minereservoir 10flow through waste p,anels and nearby

mcmhers to this ncw hole and up to Ihc Culcbra Dolomite Member. If the hole that does not penetrate pressurized

brine is drilled first, giL$and/or fluid pressure is relieved; this is followed by brine flow and radionuclide transport

up the ho]c as a result of brine inflow into the panel from the host rock, possibly cnhanccd by creep
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Figure 4-4. Conceptual model for scenario E2. Arrows indicate assumed direction of flow. Exploratory
horeholc does nol penetrate pressurized brine below the repository horizon. Rc is the release of
material directly from the drilling operalion. Race is the release at the subsurface boundary of the
accessible environment. A plug above the Culcbra Dolomite Member is assumed to remain intact
for 10,000 years.
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Concep[uat model for scenario El E2. Arrows indicate assumed direction of flow. One explorato~
borcholc pcnctmtes pressuriml brine below the repository horizon a plug between the repository and
the Culcbra Dolomite Member is assumed to remain intact for 10,000 years. The second borehole
does not penetrate pressurized brine below the rcposilory; a plug above the Culcbra Dolomite
Member is assumed to remain intact for 10,000 years. Rc is the release of material directly from the
drilling operation. RaC. is the release at the subsurface boundary of the accessible environment.
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1 closure of rooms and drifts. Flow is diverted into the Culcbra by the plug located above this unit. The

2 subsequent drilling and plugging of the borehole that penetrates the pressurized brine reservoir results in flow

3 through the repository and up the olher borehole. If driving pressure is depleted, Scenario El E2 reverts to

4 Scenario E2, because the borehole that pcnctratcs the pressurized brine no longer contributes to flow and transport

5 (Marietta et al., 1989). For modeling convenience, analyses of Scenario El E2 assume that both boreholes are

6 drdled at or close m the same time.
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4.2.4 Computational Approximations of Scenarios El, E2, and El E2

The 1992 PA calculations use the same conceptual approximations for Scenarios El, E2, and E1E2 that were

used in the 1991 calculations (WIPP PA Division, 199lb, Sections 5.1.1 and 5.1.2). E2-type intrusions are

simulated explicitly using the BRAGFLO, SANCHO, and PANEL codes (Sections 7.2, 7.3, and 7.4, and

Appendices A and B of this volume).

E 1E2-type intrusions ,arc no( simulated explicitly because the axisymmetric cylindrical geometry used for

BRAGFL() cannot readily accommodntc two intrusion borcholes (WIPP PA Division, 1991b, Section 5.1.1).

E 1E2-type boreholes arc simulated tkreforc using a single boreholc and the assumption that all brine in the panel

mixes with all Cas[ile brine flowing up the borchole. This assumption duplicates the primary feature of Scenario

El E2—all radionuclidcs in a single panel arc potentially available for transport up the horehole. Bccau.se the flow

path be[wecn the two borcholes is omitted, the simplification may somewhat overestimate both the amount of

waste dissolved and the rate at which flow occurs through the waste and up the borchole.

E 1-type intrusions are also nol simulated explicitly, in this case for computational efficiency. Consequences

of El -type intrusions are instead assumed to he the same as the consequences for E2-type intrusions occurring at

the same time. Probabilities are dctcrmincd separately for the two types of intrusions (Section 5.3 of this

volume); the contributions of Scenarios El and E2 to the overall CCDF are therefore not identical.

Justification for this approximation is based on the assumption that brine flowing up the El borehole from

the Castile reservoir does not circulate through the waste. All radionuclides entering the borehole arc assumed to

be dissolved in brine that entered the waste from the far field of the Salado Formation or that was initially present

in the panels. Comparison in the 1991 PA (WIPP PA Division, 199lb, Scc[ion 5.1.2) of the consequences of

El- and E2-type intrusions for 60 realizations indicates [hat cumulative flow of brine from the panel into the

boreholc is in most (but not all) realizations greater for the E2 borehole than for the El borehole. Larger brine

flows from the waste (and therefore Iargcr po[cnlial radionuc]ide rclcascs) occur for the E2 borchole because the

clcvatcd CLstilc brine pressure present in tie E 1 borcholc retards brine inflow into the was[e fronthe far field of

the Sala(lo Formation. Brine flows from the was[c into the El boreholc cxcced those into the E2 borehole only

for those realizations in which IoIal 11OWis small hccause the panel WM not brine-saturated at the time of

intrusion. These small total flows make only a small contribution to the total radionuclide release, and do not

invalidate the approximation,
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5.1 Introduction

Representation of a ~rformance assessment as a set of ordered triples and the construction of CCDFS (Section

3.1) both involve the idea of scenario probabilities; in turn, the idea of scenario probabilities makes .sen.seonly if

an underlying sample space is defined. Current performance assessments that address the EPA release limits use a

sample space S defined by

.- S={x:x a single 10,000-year history of the facility under consideration, beginning at

decommissioning ). (5-la)

Each history, x, is assumed 10 be complete in the sense tha[ it provides a full specification, including time of

occurrence, for everything of importance to performance as.sessmcnt. The summary scenarios (base case, El, E2,

and El E2) arc then defined as subsets of .$. Specifically,

El= {x: x a single 10,000-year his[ory in which at least one borehole penetrates a waste-filled room or

drift and a pressurized brine reservoir), (5-lb)

E2 = {x: x a single 10,000-year his[ory in which at Icast one borehole penetrates a waste-filled room or

drift without penetrating a pressurized brine reservoir), and (5-lC)

E1E2 = {x: x a single 10,000-ymr history in which at Icast onc pair of boreholcs penetrates waste-filled

rooms m drifls in the same panel; onc of the borcholes in this pair penetrates a pressurized

brine reservoir while the other does not). (5-id)

Each summary scenario is further divided into disjoint subset Si called computational scenarios, For example,

El~U.$i, (5-2)

i

where the si appear in the ordered-triple rcprcscntat ion in Equation (3- 1). In the terminology of probability

theory, the Si are events (as are the summary scenarios: base case, El, E2, and E1E2), and the PSi are

probabilities for these events. Howe\’cr, to avoid confusion engendered by the different disciplines’ usc of the

word “cvcnL” the .$i will be calkxt scenarios and the pSis will simply be called probabilities. Ike purpose of this

chapter is to show how the p,$is are calculated in the 1992 performance-assessment exercise; bul before

proceeding, it is imporlant to recognize several properties of the SJs (computational scenarios) and UICpSis

(computational scenario probabilities).
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1 It is the discretization of [he sample space ~; into the sets Si that leads to the steps in the estimated CCDFS

2 (Section 3.2). To construct CCDFS of the form shown in Section 3.2, the time histories associated with a given

3 summary scenario must be sorted in[o disjoint sets such that

4 ● each ~i is sufficiently homogeneous that it is reasonable to use the same consequence result Csi for all

5 elements of .$i

6 ● a probabilityy p.Si can be determined for ~ch ~i

7 ● the computational costs for estimation of pSis and Csis arc acceptable.
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5.2 Probability Computations

This section describes a decomposition of summary scenarios involving drilling intrusions into

computational scenarios on the ba!!is of number of intrusions and their times of occurrence and derives formulas

necessary to convert from drilling ra[cs to scenario probabilities. For these derivations, the occurrence of

individual drilling intrusions is assumed to be random in time and space, although the drilling rate need not be

msurncd constant or, for that matter, continuous through time.

The symbol .$k(u, h) will hc used to denote suhse~sof the sample space dcllncd by

.SL.(u, b)= {x:x an clcrnent of 5 that involves cxactiy k drilling intrusions in the time interval
[(3,/)]}. (5-3)

Onc objective of this section is to present the probability p[Sk (a, b)] for Sk (u, b). Membership in Sk (a, b)

only places a restriction on intrusions in the time inm-val [a, b] and thus does not preclude intrusions in other

time intervals. As a result, an additional objective will be to present the probability p[fi~=l Sn(i)(li_l, [i)] for the
sc[ fl~=l.$n(i) ([i_l,li), where to c 11<... < [n and each n(i), i = 1,2,..., n, is a nonnegative integer. This

corresponds to determining the present of a scenario in which exactly n(l) intrusions occur in time intcrvat

[1o,1I], exactly n(2) intrusions occur in time interval [11,(2], and so on. Hehon (in press) has suggested a

general form for these intrusion probabilities; the core of idc~s behind his suggestion is outlined below.

The probabilityy of having exactly one intrusion in the time interval [u, vJ is approximated by a function F

such that

p[$ (u, v)]= F’(U.v)+ O[(v - u)*],

27 where the preccd@ notation is a shorthand for the stalement that the ratio

28
p[sl (u, v)] - F(u, v)

(v-u)*

(54)

(5-5)
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1 is bounded as v – u approaches zero. More prcci.sely, the statement in Equation 54 is satisfied on a time interval

2 [a,b] if there exists a number B and a sequence of times a = f. < [I <... < tn = b such that, if 1s i < n and

3 tj_l<U<V<b, th(31

4
p[.$ (u, v)] - F(u>V) <B

(V-U)2 “
(5-6)

5 The expressions in Equations 5-4 and 5-6 are providing a mathematical form for the statement” F(u, v) is a good

6 approximation to p[..$l(u, v)] when v – u is small.”

7 The function F in Equation 5-4 can be defined in a number of ways. The simplest definition is

8 F(u, v) = L(V– u). (5-7)

9 In this case, F corresponds to a Poisson process with a time-independent rate constant L (i.e., a homogeneous

10 Poisson process) and

11 p[S~ (a,b)]= ‘k(b~,u)]kexp[-l(b - a)]. (5-8)

12 The probability of intrusion by drilling was modeled as a homogeneous Poisson process in the 1991 series of PA

13 calculations. The consmnl 1 was mkcn as an imprecisely known parameter with upper bound equal to the

14 maximum drilling rate required by EPA stan(lards; i.e., L was uniformly distributed between zero and Lmax, with

A ( 30
max =

)
● (area of waslc panels)

15 km2010,000 yr (5-9)

=~.28xlo–4 yr-l

16 The next step in generalizing beyond Equation 5-7 is

17 F(u, v) = ~(U)(V - U), (5-lo)

18 in which case F corresponds to a Poisson process with a time-dependent rate constant (i.e., a nonhomogeneous

19 Poisson process) ,and

, 20 ,![j}($)d.fJcxp[-J}(.y)ds].p[& (a,b)]=~ (5-11)

21
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1 This result can be used to compute the probability of a general scenario in which exactly n(l) intrusions occur in

2 time interval [l., 11], exactly n(2) intrusions occur in time interval [[1,t2 ], and so on. If this general scenario is

3 denoted by S(n), where

4 n = [n(l), n(2), .... n(n)] and lo = a, ~n= b,

5 then
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b

J]
- L(s)d.f .

a
(5-12)

Computational scenarios and corresponding probabilities for summary scenarios El and E2 can be generated by

specification of the time intervals [[i_ 1,[i ] and the n(i) appearing in Equation 5-12, and by suitably defining the

function L([) appearing in that equation.

In the prefemed conceptual model for the 1992 series of PA calculations, probability of intrusion by Willing is

modeled as an inhornogcneous Poisson process using Equations 5-11 and 5-12; for comparison, the 1992 PA also

uses a homogeneous Poisson process (Equation 5-9) as an alternative conceptual model for drilling intrusions.

For the preferred conceptual model, the time-dependent drilling rates, k(l), are calculated with an algorithm

proposed by Hera (see Section 5.2; also l-lora’s memo in Appendix A of Volume 3 of this report) using

information obtained in an expert judgment process conccming effects of human intrusion into the WIPP. Note

that Hera’s algorithm gives drilling rates in units of

number of borcholcs
km2*10,000yr

and the time-dcpcndt!nt drilling rates used in Equations 5-11 and 5-12 are scaled from Hots’s values by multiplying

by area of the waste panels (Equation 5-9). As stated above, k(t) may also have to be scaled to reflect, for

example, the fraction of the area of wa”te panels that overlaps brine pockets.

Computational scenarios for the E 1E2 summary scenario can be defined in a manner similar to the ones

employed for the El and E2 scenarios. Once defined, the probabilities of these computational scenarios arc best

calculated using the basic result in Equation 5-11 together with the scenario

%!P+-([i_l,fi) = {x:x an element of .$ in which a waste panel is penetrated by onc or more

borcholes that pass through a pressurized brine pocket in the time interval ((i-l, li )

and by onc or more borcholcs that do not pass through a pressurized brine pocket in

the time interval (li-~,ti)}.

“fhen, in extension of the derivations on pages 2-23 to 2-27 of the 1991 Volume 2 (WIPP PA Division, 1991b),
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Probability Computations

(5-13)

Whele

nP = the number of waste pcanels

k;(t) = (nP%T)A(’)
Ai (1) = (a7’OT(/) – aBP I nP

)
A(t)

aTOT

aBP = area of pressurized brine poeke[ under waste panels (m*)

aTOT(f) = area of @ waste panel (m2)

a7”OT = wal <aread’ waste panels (m2).

Variable activity loading in the repository was deseribed using the same representation used in the 1991 PA

(Hclton et al., 1992, Chapter 2). Intrusion probabilities were calculated using the code CCDFPERM (Volume 3,

Section 1.4.2 of this report).

5.3 Lambda Function Generation

The 1992 performance assessment is the first to incorporate the judgments of experts on possible future

modes of intrusion into the WIPP and on how m,arkcrs may mitigate the effects of these intrusions; 40 CFR 191,

Subp,art B, (U.S. EPA, 1985) requires consideration of both these questions. Specifically, 40 CFR 191, Subpart

B, indicates that the DOE “should consider the cffccls of each particular disposal system’s site, design, and passive

institutional controls in judging the likelihood and consequence of. . . inadvertent human intrusion” (Appendix B

of U.S. EPA, 1985). ‘l’he discussion that follows in .%ctions 5.3.1, 5.3.2, and 5.3.3 describes WIPP PA’s

methodology for addressing the mitigating effect of passive markers. ‘Ilis approach maybe refined and modified

as the performance assessment process matures. The following malerial, largely excerpted from Hera (memo in

Appendix A, Volume 3 of this rcporl), is in[ended to give an overview of the expert-judgment processes and

reasoning that cn[ercd in[o [he constmc[ion of a probabilistic model of inadvcr(ent intrusion by exploratory

drilling.

5.3.1 The Expert Judgment Process

During 1990-1992, experts external to SNL were assembled to study the likelihood of potential inadvertent

human intrusion into the WIPP. These experts formed two groups+ne group (called the Futures Panel) studied
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what future societies might be like and how they might inadvertently intrude into nuclear waste (Hera et al.,

1991). The second group (called the Markers Panel), after considering the findings of the first group, studied how

markers might be used to wam future societies about the presence and danger of the buried waste (memorandum by

Hera in Volume 3, Appendix A of this report). Both groups provided probabilities and probability distributions

for critical aspects of the human intrusion problem.

The Futures Panel was divided into four te,ams. Each team was composed of four experts from various fields

of social and physical science. Each [cam was asked to address the same set of questions. The results of their

work suggcsLs that future soeielies may undertake activities that could lead to inadvertent intrusion into the WIPP.

These teams judged that a number of factors (such as level of technology, demand for resources, population level,

and ability to retain knowledge about nuclear waste) would influence the likelihood of inadvertent intrusion.

Because the teams USC(Idifferent structures for analysis and considered different factors that would influence the

likelihood of inadvertent intrusion, the results of their endeavors had to be interpreted individually in order to be

used in the construction of Lambda Functions.

As the Futures Panel was completing its effort, the Markers Panel, consisting of 13 experts, was organized

into two teams to study markers for the WlllP site. These markers may be incorporated into the refxxitory design

to serve as warnings to fulurc societies about the presence of nuclear waslc. Each team was asked to consider the

findings of the Futures teams, 10suggest design ch,araclcristics for a marker system, and to assess the efficacy of

such a system of m,arkers in deterring inadvertent human intrusion. Based on the assumption that the ability of a

marker system to deter intrusions rests on the survival of the marker system over an extended period of time and

the ability of potential intruders to detect the markers and m understand the messages that they carry, the Markers

Panel members were asked to provide estimates of probabilities for several events:

“ FirsL the probability that a marker and its message(s) would remain intact. (This first probability estimate

was requested for various times in the future.)

● Second, if the m,arker and its messages remain intact, the probability that the potential intruders are able to

understand the message and thus become forewruned of the inherent dangers of intrusion. (This second

probability estimate was requested for scverat different types of intrusion.)

The above two probability estimates were made under various assumptions about the sum of technology in the

future.

As noted above, the ~uturcs Panel posed several types of activities that could lead to inadvertent intrusion

into the WIPP (drilling, mining, archaeo]ogicat investigation); but on the basis of guidance in Appendix B of 40

CFR Part 191 (U.S. EPA, 1985), it was concluded that the preliminary performance assessment need not consider

intrusion modes such as mining or archaeological investigation that may result in more severe consequences than

exploratory drilling for resources. Moreover, (he guidance also provides an upper bound for the drilling intensity

to be used in the performance assessment. Three mmlcs of exploratory drilling were identified by the experts

examining human intrusion issues. These modes are exploratory drilling for mineral resources (primarily fossil

fuels), drilling water wells, and drilling for injection disposal wells. Because the repository is well below the

water table in an area where water quality is poor, drilling for water was judged to be an insignificant threat when
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1 compared redrilling for mineral resources (see Section 4.1.3 of this volume). Drilling for disposal wells was

2 identified as a possible threat by one of the four Futures teams, but probabilities were not provided. Thus,

3 exploratory drilling for resources is the only mode of intrusion considemt in the 1992 preliminary comparison.
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5.3.2 Algorithm for Generating Lambda Functions

The time-dcpendcn[ drilling rams, or lambda functions, that arise in modeling the probability of drilling

(Section 5.2 of this volume) were calculated in the 1992 PA exercise using an algorithm constructed by I-Iora

(memo in Volume 3, Appendix A of this report). The purpose of this algorithm was to assemble quantitative

expert judgmenls concerning fumrc human intrusion into the WIPP.

The existence of markers and the ability of a society to interpret the warnings left at the WIPP may depend

upon the state of development of that society. In this exercise, the state of development of the society was

represented by the level of the technological development of the soeicty. The level of technological development

(high, medium, or low) was randomly generated from probability distributions provided by the Futures teams.

Prior 10 [his step, however, the Futures team whose Icvcl of technology was to be sampled had to be chosen.

This was ncccssary because the four tc,ams studying potential futures developed analyses independently and in

different ways and there was no simple way 10 combine their findings. For this reason, a team was randomly

selected on each generation of a lambda function. The assessments from each team represent their collective

judgment. In contrast, members of onc of the Markers lcams individually provided probability assessments while

the other lcam provided a consensus SCLof protxdbilily distributions. Thus, when one of the two Markers teams

was randomly chosen, i[ could also be necessary to select randomly one of the team members for that iteration.

This procedure avoided making unfounded assumptions about how to combine disparate distributions.

NCXLusing a given tevel of technology, tie frequency (f) a[ which allcmptcd inadvcr[ent intrusion occurs in

the abscncc of markers or monumcnls was elicited from lhc Futures experts. This time-dcpcndcnt frequency is

calkxl the raw drilling intcnsi[y; i[ dots not lake into account deterrence by markers. Thus, to gain an estimate of

the c!ffectivc drilling in[cnsity A, lhe raw drilling intensi(y was modified in the following way: For each of the

seveml poin[s in time that ti~craw drilling intcnsi(y was evaluated, the probability of the markers existing (PI)

and the probability of the markers deterring an intrusion attempt given that the markers exist (P2 ) were evaluated.

These two probabilities modify the raw drilling intensity to give the effective drilling intensity,

k=.f(l-p,pJ.

lle algorithm for generating inadvertent intrusion can then be succinctly dcscribcd by the following steps:

1. Randomly scled onc of the four Fiuurcs teams.

The following steps use distributions conditional on the oulcmne of step 1:
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2.

3.

4.

5. .

6.

7.

Randomly sclccx a level of technology in the future. When probabilities of levels of technology are

time-dcpendenl, a rank correlation of 1 will be used 10generate the level of technology in the several time

fwriods

Generate a random variable to determine the intrusion intensity. When intrusion intensities vary with

time periods, a rank correlation of 1 will be used to generate the intrusion intensities in the severat time

periods.

Randomly select onc of the Markers teams and a Marker team member, if necessary.

For each time period generate the probabilityy that markers arc extant given the level of tcchnolog y.

For each time period, generate the probability that the markers deter intrusion given that the markers arc

extant, the level of lcchnology, and the mode of intrusion.

Compute the effective (hilling inlcnsity for each time period.

Note that in step 3, a single random number is used to select an intrusion intensity for all periods. This

assumption results in the variability of the pcrfmmance measure being maximized among the Monte Carlo

iterations.

5.3.3 Use of the Lambda Functions

The effective drilling in[ensity, A(t), is USC(Ito generate probabilities of computational scenarios for human

intrusion by drilling in the manner described in Section 5.2. However, the algorithm described in Section 5.3.2

does not provide direcl input to sensitivity and uncertainty analyses; inslcad, the code implementing the algorithm

is run many times in order to generate a family of equally likely realimtions of the lambda functions, and it is this

family of realizations that is sampled in the Mmm Carlo calculations (see Section 5.2, Volume 3 of this report).

A family of 70 reafiza[ions was generated for the 1992 series of calculations; one of these realkations is shown on

Figure 5-1 and the remainder am displayed in Appendix D of Volume 3. The realizations of L(t) can be regarded

as a random sample from an effectively infinite population of drilling intensities implicitly defined by the expert-

judgment data and the reasoning that went into the construction of Hera’s algorithm (Section 5.3.2). The

variability shown by members of this artificial population (see Appendix D, Volume 3) represents the assessed

uncertainty in future drilling intensities and the cffcctivcncss of markers.
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Figure 5-1. A realization of cffectivc drilling inlensily h(l) (dashed line) and its associated in[egmled effective
drilling intcnsily (solid line) as funclions of time. This is onc of 70 realizations used in 1992
sensitivity ,andunccrl.ainly analyses.
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1 6. DATA AND CDFS

2 6.1. Conventions

3 Volume 3 of this report provides distribution functions for parameter values used as input to the 1992 PA

4 calculations, and references for the primary Ltta sources on which the distributions are based. Volume 3 uses

5 standard terms of probability theory and statistics or nonstandard terms to characterize model parameters. Very

6 brief cxpkmations of these terms arc provided below; more detailed explanations arc provided in Section 1.2 of

7 Volume 3.

8 6.1.1 Probability Distribution Functions

9 For a continuous, uncertain parameter, say X, the probability density jiincfion (pdf) is a function ~(x) 20

10 with the properties

11

12

b
J()f x A = probability that uncertain puratneter X lies in imcrval (a, b):
a

J__( )‘-f x dx =1

13 ~c cumulative [ii.slribufionfunction (c(tf) associakxl witi f(x) is dclincd by

14 F(x) = ~“” f(.s)ds = probability that uncertain parameter X is less than or equal to x.
—m

15 Uncertain parameters may also be called “imprecisely known p,aramclers” elsewhere in this series of reports.

16 Probability dcnsily Iunclions (p(Ifs) (andcdfs c’anbe similarly defined for uncerklin parameters that take on a

17 dcnumerablc nurnbcr of values, ~i. i = 1,2, .... The sequcncc {J}, i = 1,2,..., such that A >0 and

18 ~f i=l,

i

19 is the (tiscrctc an,alogue of the continuous pdf, and

20 F(x)= XJ

all.~i<t’

21 is the discrctc an(nloguc01 the continuous calf.
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Chapter 6. Data and CDFS

6.1.2 Empirical Distribution Functions

Empirical cd’s are histograms or piecewise-constant functions that are based on percentiles derived from a set

of measurements (data), or a set of subjective estimates of experts. For independent measurements (data) of some

quantity, the empirical cdf is an unbiased estimator of the unknown population cdf of that quantity (Blom, 1989,

p. 216); this property does not always apply to empirical cdfs derived from subjective estimates of experts.

6.1.3 Range

The range of a distribution is denoted by (a, b), the pair of numbers in which a and b are respectively the

minimum and maximum values that can reasonably be taken by the uncertain parameter X.

6.1.4 Mean and Sample Mean

Themean value (or, simply, mean) of a distribution is onc mcawre of the central

it is analogous to the ,arithmclic average of a series of numbers. The population mean,

.
v = ~_m.r~(x)h for continuous distributions, or

~~ifi fordiscrctcdistibutions.
all Xi

len(tcncy of a distribution;

p, is dctincd by

The sample mean, denoted by Y, is the arithmetic average of values in an empirical data set. A sample mean

can also be assigned to empirical cdfs derived from Subjcc[iveestimates of experts.

6.1.5 Median and Sample Median

Ile median value of a cdf is denoted by X50 and is that value in the range at which 5070 of all values lie

above and below (i.e., the 0.5 quantilc). Sample medians, here denoted by 150, can be obtained directly from

empirical cdfs.

6.1.6 Variance and Coefficient of Variation

The variance of a distribution, 62, is the second moment of the distribution about iLsmean, i.e.,

02=J- (~-Pff(~)~~~f(Jrc~nlinu~usdis~ibutions~r—Oa
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~(~i-P)*Jfor discrete distributions
ill].~i

The standard deviafion, c, is the positive square root of the variance. The coefficient of variation, the ratio

of standard deviation to mean, csf~, is a convenient measure of tic relative width of a distribution.

The sample vuri[lnce, S2, of a set of memurcments of parameter X, say Xl, X2,..., XN is the sum

The sample variance of independent measurements of some quantity is an unbiased estimator of the population

variance of that quantity (Blom, 1989, p. 197). (A variance can also be formally calculated for empirical cdfs

derived from subjective estimates of experts; this is not a sample variance, however.)

6.1.7 Categories of Distributions

Distributions used in the 1992 PA tire grouped into five categories:

.

.

.

.

●

6.1.7.

continuous, analytical distributions (normal, lognonnal, uniform, or Ioguniform)

discrelc, analytical distributions (Poisson, binomial)

constructed empirical distributions based on measurements

constructed empirical distributions based on expert judgment

miscellaneous ca[cgories (null dis[ribulions; i.e., constants and tabular functions),

1 CONTINUOUS DISTRIBUTIONS

Four continuous, analytical distributions ,arc frequently used in the 1992 PA:

●

✎

✎

Normal. Normal designates lhc normal pdf, a good approximation to the distribution of many physical

parameters.

Lognormal. Lognonnal designates a Iognonnal pdf. a dis[rihu[ion of a variable whose Iog,arithm follows

a normal distribution.

Uniform. Uniform designates a pdf that is constant in the interval (u, b) and zero Outside of that interval.
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Chapter 6. Data and CDFS

● Loguniform. Loguniform designates a Ioguniform pdf, a distribution of a variable whose logarithm

follows a uniform distribution.

6.1.7.2 DISCRETE DISTRIBUTIONS

A frequcmly used discrete distribution is the Poisson distribution. The Poisson pdf is often used to model

processes taking place over continuous intervals of time such as the arrival of telephone calls at a switch station

(queuing problem) or the number of imperfections per unit length produced in a bolt of cloth. The Poisson pdf

was used in the 1991 protmbility model for human intrusion by cxploratmy drilling. The 1992 probability model

for human intrusion incorporates effccls of detemencc by markers; this model is based on generalized Poisson

distributions.

6.1.7.3 CONSTRUCTED DISTRIBUTIONS (DATA)

A constructed distribution of the Data lype is simply an empilcal cdf constructed from sets of measured data

points in the (la[a base. I:or in[rinsica]ly discrete data, the empirical cdf is a piccewise-constant function

resembling a his[ogr,am. For intrinsically continuous data, the empirical cdf is always converted to a piecewise-

lincar function by joining the empirical perccnlilc points with straight lines; this is done to ensure that, in Monte

Carlo sampling, the distribution of sampled parameter values will cover all of the range of the distribution

(Ticmcy, 1990, p. II-5).

In some cases, the PA Department may modify constructed distributions of the Data type by extending the

range of the data set to include estimaled 0.01 and 0.99 quantiles. Because the range of mcasuremcnLs in a data set

may not rcflccl tie true range of tie random variable underlying the measurements, tic PA Department may

estimate the range by 1 + 2.33s, where 1 is the sample me,anands is the sample standard dcvialion.

6.1.7.4 CONSTRUCTED DISTRIBUTIONS (SUBJECTIVE)

Constructed distributions of the Subjective type are histograms based on subjective estimates of range (the O

and 100 percentile) and at lemt one interior percentile point (usually the 50 percentile or median). The subjective

estimates of percentile points are usually obtained directly from experts in the subject matter of the parameter of

concern. Histograms for intrinsically continuous parameters arc always convcrtcd to piecewise linear cdfs by

joining the subjective percen[ilc points with straight Iincs.

6.1.7.5 MISCELLANEOUS CATEGORIES

Null categories of distributions are described below:

29

30

. Constant. When a distribution type is Iistcd as constant, a distribution has not been assigned and a

consmnt value is used in all PA calculations.
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Conventions
Categories of Distributions

1 ● Spatial. The spalial category indicates that theparameler varies spatially. This spatial variation is

2 usually shown on an accompanying figure. The median value recorded is a typical value for simulations

3 that use the paramemr as a lumped parameter in a model; however, the value varies depending upon the

4 scale of the model. Ike range of a spatially varying parameter is also scale depmdcnt.

5 ● Table. The table category indicates that the parameter varies with another property and the result is a

6 tabulatc(l value. For example, rclalive permeability varies with saturation; its distribution type is listed as

7 table (also, the mulian value is not meaningful and is therefore omitted in the table).

8 6.2 Selection of Parameter Distributions

9 6.2.1 Requests for Data from Sandia Investigators and Analysts

10 The PA Departnwnt follows a well-defined procedure for acquiring and controlling the parameter distributions

11 used in con.sequcnccand probability models:

12 ● Identify Necessary Data. lhch year, the PA Department identifies data that are necessary to construct

13 parameter distributions for the preliminary performance assessment. Members of the department may

14 compile data from published reports, pcrsmml communications with investigators, and other sources.

15 ● Request Median Value and Distribution. The PA Department then requests that the investigators

16 provide either new data or a median value and distribution for each parameter in a large subset of the

17 parameters. Some model parameters arc specific to the PA calculations and so individuals in the PA

18 Deparuncnt are considered the experts for these parameters (e.g., probability model parameters). Initially,

19 Sandia investigators am rcsponsibk for providing data, or if data are unavailable, distributions for all

20 p,ammctcrs.As this procedure for acquiring data is repeated, a few parameters arc evaluated through formal

21 elicitation.

22 ● Update Secondary Data Base. The PA Department enters the endorsed or elicited data for all

23 parameters into the secondary data base. The PA Department then eitkr constructs parameter distributions

24 or uses distributions provided by the investigator the PA Department selects a subset of these parameters

25 10 sample in each annual PA exercise, keeping all other values constant at their median values, unless

26 specifically noted.

27 ● Perform Consequence Simulations and Sensitivity Analyses. The PA Department runs

28 consequence simulations and sensitivity analyses with selected subscls of parameters from the updated

29 sccond,ary data base. The sensitivity analysis evaluates the sensitivity of a parameter in determining

30 variation of the result (i.e., CCDF).

31 ● Determine Whether Parameter Is Important in Analysis. By means of the sensitivity analyses,

32 the f>ADepartment can determine whcthw the p.ar,amcteras specified is significant in the calculations.
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6.2.2 Construction of Distributions

The PA Department follows the five-step procedure outlined below to construct probability distributions

(Cdfs):

1.

2.

3.

4.

5.

6.2.3

Determine whether site-specific data for the parameter in question exist. If data exist, go to step 3.

Request that the investigator supply a specific shape (e.g., normal, Iognormal) and associated numerical

parameters for the distribution of the parameter. If specific shape and distribution parameters cannot be

supplied, go m step 4; otherwise go to step 5.

Determine the size of the combined data sets. Is sample size is sufficiently large, PA staff constructs

distribution (go to step 5).

If sample size is small, or investigator cannot provide a specific distribution, request that the investigator

provide subjective estimates of the mnge and delails on the distribution of the parameter.

Assign distribution.

Some Limitations on Distributions

The major limitations on the validity of the probability distributions assigned to parameters in the 1992 PA

are believed to be a consequence of two things:

● The equating of spatial variability with model p.aranwter uncertainty, particularity for that class of

parameters catlcd material-property parameters.

● The neglect of correlations belwecn model parameters.

These limitations are discussed in detail in Volume 3 (Section 1.33).
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1 7. CONSEQUENCE MODELING

2 7.1 Radioactive Decay

3 The quantity of radioactive matcriaJ that reaches the accessible environment depends in part cmthe growth and

4 decay of the component radionuclidcs in the waste. The Balcman equations (Wehr ct al., 1984) are used to

5 calculate this decay within the repository. The Batcman equations in terms of activity are:

6
dNi _
— - -kiNi + kiNi_l ,
d[

7 where Ni is the activity ot’radiouuclide i, f is time, and ki is the disin[cgra[ion constant of radionuclide i.

‘0) the solution can be written as8 For given initial inventories Ni ,

9
i

‘kjtNi(t) = ~ui,j~ ,
j=l

10 where the coefficicn[s ui j are detincd by the recurrence relations

11

i–1
*.. =N(”)- ~ij

1,1 I z.
j=l

12 and

13
Ai

~’iyj= Ai - Aj ai-l’J
i>j.

14

15

16

17

18

19

20

21

22

23

7.2 Multiphase Flow Through Porous Media

(7-1)

(7-2)

(7-3)

(74)

A computational model called BRAGl10 (BRinc And Gas IIOw) that simulates two-phase fluid flow

through porous, heterogeneous reservoirs has been developl for WIPP PA. As discussed in Appendix A of this

volume, BRACIFLO uscs finite-diffcrcncc methods [o solve the coupled nonlinear partial differential equations

(PDEs) describing the mass conservation of the gas and brine components dismibulcd bctwccn the gas and liquid

phases.

The PA Dcpartmcn[ uscs BRAGFLO in MOUICCarlo conscqucncc analyses to quantify the flow of brine and

gas through the repository and sunmmding strala for both (11cundis[urbcd, bmc-case sccn,ario and human-intrusion

sccuarios. For the 1992 PA, the!code is used to model fluid flow within the Salado Formation and the repository,

including a rcpresenta[ion of the shaft system for undisturbed performance. The Culebm Dolornitc Member of the
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1 Rustler Formation and a hypothetical pressurized brine reservoir in the Castile Formation are included in the

2 model because of their potential roles as a sink and a source, respectively, for fluid flow.
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7.2.1 Features and Capabilities of BRAGFLO

BRAGFLO is capable of describing three-phase (e.g., water, gas, and oil) fluid flow through porous media in

one, two, or three dimensions. Only two phases (brine and gas) are modeled for WIPP PA; calculations to date

have only been performed in one and two dimensions. The code uses spatially varying meshes and solves the

coupled nonlinear PDEs using nonlinear Newton-Raphson iteration, automatic time-stepping, and direct or

iterative solvers.

Additional features of BRAGFLO are the capabilit y to incorporate tie following: the effect of halite creep on

waste porosity using output from the SANCYIO code (see Section 7.3 and Appendix B of this volume);

anisotropic pcrmeabilities; nonidcal gas behavior (Rcdlich-Kwong-Soave); rock compressibility; and kinetic or

reactant-dependent gas generation as 3 function of fluid saturations.

Multipha$e flow is simulated as simultaneous immiscible displacement in porous media. Regions within the

model domain (e.g., waste, seals, and Iithologic units) are represented as solid continua of interconnected void

space, and porosity is expressed as the ratio of void volume to total volume for each region. Flow occurs

according m heuristic extensions of Darcy’s Law, in that the rate of flow of a homogeneous fluid through a porous

medium is proportional to the hydraulic gradient and to the cross-sectional area normal to the direction of flow,

and inversely proportional to fluid viscosity (see Appendix A of this volume for additional discussion).

Permeability is the constant of proportionality in Darcy’s law. Flow is assumed to be laminar, and fluids are

viscous and Newtonian. Forces that affect fluid flow arc those due to pressure, gravity, capillarity, and viscous

shear. Fluid saturation is defined to be the ratio of fluid volume to void volume. At least onc fluid phase is

present at all times, and all void volume is occupied by fluid.

Effects of capillary pressure and relative permeability occur when two (or more) fluid phases are present in a

porous medium. Curvature of the interface separating fluid phases and surface tension cause a capillruy pressure

difference across the interface. During fluid flow, interference between the phases deforms the interface. Relative

permeability describes this interference on a macroscopic scale, and varies with fluid saturation. Relative

permeability is expressed as the ratio of the permeability of the rock (or other material) with the fluid in question

at a given saturation to the permeability of the rock when 100 percent saturated with the fluid.

Residual saturation of a fluid phase is defined as the smallest saturation of fluid required to form continuous

pathways through the mc(lium. It is the minimum saturation at which the phase will flow in response to a

pressure gradient. Below residual brine saturation, brine exists as a thin film around rock grains or as isolated

pockets, and gas is present in sufficient volume to form an interconnected pathway. The relative permeability for

brine is zero. Above residual brine saturation and below residual gas saturation, both brine and gas form

continuous pathways through the porous network, and relative permeabllities for both phases are greater than zero.
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1 When brine saturation is sufficiently high that gas saturation falls below residual, gas exists only as isolated

2 pockets surrounded by brine. Gas flow dces not occur, and relative permeability for gas is zero.
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7.2.2 Interaction of Important Repository Processes

The coupling of processes simulated by BRAGFLO is illustrated schematically in Figure 7-1. The material

properties that describe the rcposi[ory system are represented in the center of a triangle, the apices of which

represent the physical proccsscs that operate within the system. Arrows indicate the major interactions. Thus, the

amount of brine present in the room is a function of two-phase flow, and is a contributing factor in the rate and

amount of gas generation. The rate and amount of gas generation are contributing factors to two-phase flow, as is

brine consumption by corrosion reactions that gencrale gas. Changes in waste porosity result from halite creep; it

affects both two-phase flow and, thcrcforc, gas generation through its influence on brine volubility. Completing

the coupled interactions, both two-phase flow and gas generation affect halite creep (through their impact on

pmsurc within the panels) and therefore have an effect on changes in waste porosity.

13 7.2.3 General Assumptions Used in 1992 PA Two-Phase Flow Modeling

14 The following is a list of major assumptions used in two-phase flow modeling for the 1992 PA:

15 c Rock permeabilities (1) varied with material type, (2) were uniform within a material, and (3) did not vary

16 with time.

17 ● Void volume of waste was estimated as a function of pressure using SANCHO (Section 7.3 of this

18 volume).

19 ● Gas potential was based on an extrapolation of inventory volume fractions of combustibles and

20 metaIs/glasses to design capacity (Section 2.3.2.1 of this volum~ Volume 3, Section 3.4 of this report).

21 ● Gas generation occurs by corrosion of ferrous metals and biodegradation of combustible materials only, and

22 the contribution of radiolysis is assumed to be negligible (Volume 3, Section 3.3 of this report; WIPP PA

23 Division, 199lc, Section 3.3).

24 ● All gas was assumed to have the physical properties of hydrogen, which will be a principal component

25 resulting from comosion of ferrous metals (Volume 3, section 1.4.1 of this report).

26 ● As long as comodible or bicxtegradable waste remains, gas generation is a function only of brine saturation

27 (WIPP PA Division, 1991c, Section 3.3).
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Muitiphase FlowThrough Porous Media
General Assumptions Used in 1992 PA Two-Phase Flow Modeling

1 ● Water is consumed during corrosion of ferrous metals; biodegradation reactions require the presence of water

2 to occur but have no effect on the net water balance (WIPP PA Division, 1991c, Section 3.3).

3 ● No reactions affect gas after it is generated (WIPP PA Division, 1991c, Section 3.3),

4 ● The volubility of gas in brine is assumed to be negligible.

5 “ The Sala(lo Formation is assumed to k initially 100 pcrccnt brine saturated.

6 ● Initial pressures in the Salado Formation vary hydrostatically from a sampled pressure at the elevation of

7 MB 139 (Volume 3, Section 2.4.3 of this report).

8 7.3 Waste-Filled Room Deformation

9 Consequence models of multiphasc flows within a waste-filled room (Section 7.2) require that the effective

10 porosity and permeability of waste and backfill materials be spccificd. Realistic estimates of effective porosity and

11 permeability must in turn account for three phenomena:

12 ● waste-material composition (mctallics, sludges, combustibles)

13 ● geomechanical closure of the room

14 ● backprcssurc of gases generated in the room by chemical and biological degradation of waste materials.

15 Thus, the ideal model of multiphase flow within a waste-filled room would couple the two-phase flow model

16 described in Section 7.2 and Appendix A with a model that can simulate the gcomcchanical closure of the room.

17

18

19

20

21

22

23

24

This ideal model, however, is not practically achievable. Direct solution of the fully coupled equations of

two-phase flow and geomechanical closure in the repetitive manner required by the PA methodology is unrealistic

using present resources; the PA Department instead has chosen to examine the sensitivity of the system to closure

using simplifications of the coupling that capture closure approximately while keeping calculations of two-phase

flow manageable. In the 1991 series of PA calculations, a simple approximation was made: Effects of room

closure and gas pressure were ignored and room material-property parameters were assigned time-independent

values that were based on the assumed waste-material composition. (See Sections 3.4.7 and 3.4.8 of WIPP PA

Division [1991c]).

25 The present (1992) series of calculations includes effects of room closure and gas generation in an indirect

26 way. A separate (i.e., uncoupled) calculation of the cffcctivc porosity of a waste-tilled room as a function of

27 time and total moles of gas generated was made (Mcndcnhall and Lincoln, February 28, 1992, memo in Appendix

28 A, Volume 3 of this report); data from this calculation we~ used to lit a porosity “surface” (Figure 7-2) that was

29 then used as a constraint on room porosity in the equations of two-phase flow (see Appendix A on BRAGFLO).
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The room deformation component of the scparale calculation was accomplished with SANCHO, a finite element

computer program for simulating the quasistalic, Iarge-deformation, inelaslic response of two-dimensional solids;

a brief description of the SANC1-10 code is provided in Appendix B. Details of room-deformation and gas-

generation components of the separate calculation and values of mechanical and material-property parameters used

in the separate calculmion are provided in Volume 3 of this report.

7.4 Waste Mobilization

Following the occurrence of an l?2 or E 1E2 scenario (Sec[ion 4.2.3.2), flow of brine through a collapsed

WIPP panel and up an intrusion bomholc may result in mobilization of dissolved, rddionuclide-bearing compounds

and their transport towards the Culehra Dolomite Member of the Rustler Formation. The con.sequence model that

simulates the process of waste mobilization is currently irnplcmcntcd in part of a computer code called PANEL.

The mathcma[ical model on which PANEI. is based is described in Section 1.4.4 of Volume 3 of this series of

reports, and represents an extreme simplificfilion of a potcntial]y complex situation that in reality involves a

mixture of waste forms having widely varying physical and chemical compositions in contact with

inhomogencous flows of brine. The discussion that follows (1) details the assumptions that were made in order to

arrive at the simplified mathematical model of waste mobilization (Scclion 7.4.1) and (2) briefly presents the

simplified model of waste mobilization (Section 7.4.2).

7.4.1 Assumptions

Eight assumptions aboul panel geometry, waste and hacklill composition, brine discharge, and brine-waste

chemical reactions are implicit in me PA Department’s current model of waste mobilization:

1.

2.

3.

4.

A collapsed WIPP panel (rooms and drifls) is idealized as a single, connected cavity of constant volume

(Figure 7-3).

Waste and backfill within the collapsed WIPP panel (cavity) are treated as a homogeneous porous

medium of constant porosity and infinite pcrmcahility; radionuclide-bearing compounds are uniformly

distributed throughout the cavily.

The idealized panel (cavily) is connecIcd to sourcc!sand sinks for brine by one or more discrcle inlets or

OUIICIS(borcholcs); brine may also flow across walls of lhc cavity (Figure 7-3).

Steady-state discharge of brine through the idealized panel is assumed to hold for all time; that is,

where the net clischargc, Q([), is calculated with the model for multiplmc flow (Section 7.2).
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Figure 7-3. Idealized collapsed WIPPp.ancl in PAINELmodel.

The pore spaces of the idealized panel are fully saturated with brine at all times; that is, mobilization of

rmlionuclidc-bearing compounds in the gm phase is ignored.

Chemical equilibrium and uniform mixing of liquid-phase compounds throughout the idealized panel are

achieved on time scales thnt are much sm,aller than the mean residence time of the hrinc in the cavity.

‘Ile solubili[y limit for a given isotope (e.g., (J-234) of a given element (e.g., uranium) is assumed to be

proportional to the volubility limit of the element; the constant of proportionality is taken as the ratio of

the mass of the isotope that currently remains in the cavity to the sum of the masses of all currently

remaining isotopes of the element.

Mobilization is limited to dissolved radionuclidcs; suspcndcxlrtidionuclides (colloids) arc not considered to

be mobilized by the brine.

13 Assumptions 1 and 2 imply that (11cto[al pore space in the idealized, collapsed WIPP panel is constam and

14 equal to ● V, where = is the constant porosi[y and V is the cavity volume; assumption 5 implies that the total

15 pore space is filled with brine at all times. Assumptions 3 and 4 imply that [he mean residence time of brine in

16 the rcposi[ory is given by

17
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Waste Mobilization
Assumptions

regardless of the stated lime depcndcncc of Q. Assumption 6 implies that characteristic times to reach chemical

equilibrium and characteristic times for complctc mixing of dissolved species by diffusion through cavity pore

spaces are always much smaller than ~. Because the rates of chemical reactions between dissolved and immobile

species arc unknown, the validity of assumption 6 cannot be tested at this time; times for complete mixing by

diffusion can be estimated but have not yet been compared with mean residence times for brine.

Assumption 7 was made in order 10simplify the equations that describe the masses of the various radioactive

isotopes of an clcmcnt that remain in the cavity at any time after occurrence of an E2 or El E2 scenario (see

Section 7.4.2 hclow and Section 1.4.4 of Volume 3). An alternative assumption would set isotope volubility

limits equal to the element volubility limit.

7.4.2Simplified Mathematical

The simplified IIIiNheINItiCi31 model

Model

of waste mobilization is expressed as a system of coupled, ordinary

differential equations, with each systcm applying [o a radioactive decay chain:

(7-5)

where i=l,2,..., N numbers the N radionuclidcs in a given decay chain, a dot(*) over a quantity means the time

derivative, and

Ml(l) =

Q(t) =

Si =

A.i =

to =

mass of i[h radionuclide remaining in cavity at time [ > to (kg),

discharge of brine through cavity at 1> to (m3js),

“thradionuclide (kg/m3),volubility limit for e/ement associated with I

“~radionuclide (s-1),anddecay constant for [

the lime of initiation of a disruptive scenario (s).

In Equation 7-5, XMj signifies summation over the remaining masses of all ra(lionuclides (including the ith

radionuclide) associated with a given element. The initi,alconditions of Equation 7-5 arc

Mi (10)= Mio(fo ), (7-6)

where Mio ([0) is the initi,al ([ = O) inventory of the ith radionuclide (kg) aged by the Bateman equations (Section

7.1) to reflect mass remaining at to >0.
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Chapter7. Consequence Modeling

7.5 Groundwater Transmissivity Fields

The WIPP PA Department employs a multiple-realization technique to account for spatiaJ variability of the

transmissivity field within the Culebra Dolomite (LaVenue and RamaRao, 1992). The technique uses an

automated inverse approach to calibrate a two-dimensional model to both steady-state and transient pressure data.

The multiple-realization technique can be broken down into three steps:

1

2

?

Unconditional Simulation. An unconditional simulation of the WIPP transmissivity fields is

generated. This is a random field that has the same spatial correlation structure as the transmissivity

measurements, but does not necessarily match measured transmissivities at the location of their

measurements.

Conditional Simulation. The random field produced in Step 1 is conditioned in this step so that it

honors exactly the measured transmissivities at the locations of their measurements. The resulting field,

called a “conditional simulation” of the transmissivity fickl, is used as the initial estimate of the Culebra

transmissivity fichl.

Automated Calibration. The conditional simulation of the transmissivity field is then calibrated so

that the pressures computed by the gmundwater-flow model (both steady and transient state) agree closely

(calibrated within the uncertainty in head measurements, i.e., between 1 and 2 m) with the measured

pressures in a Icast-square sense. Calibration is achieved by placing synthetic transmissivity values

(pilot points) automatically where the .scnsitivity of the difference between observed and calculated

pressure to changes in the transmissivity field is greatest. When calibration is completed, a conditionally

simulated transmissivity field is obminetl that conforms with all head and transmissivity data at the WIPP

site and may be rcg,ardcd therefore a.!.!a plausible version of the true distribution of transmissivity.

This process is repeated m produce the desired number of calibrated, conditionally simulated fields. (Seventy of

these fields were calculated in this manner for the 1992 PA calculations.) A description of this methodology,

extracted from LaVenue ,and RamaRao (1992), follows. (A more complete discussion of the methodology is

provided in Appendix D of this volume.)

7.5.1 Unconditional Simulation

The following methods have been used earlier in groundwatcr hydrology for generating unconditional

simulations: nearest-neighbor method (Smith and Freeze, 1979; Smith and Schwartz, 1981), matrix

decomposition (de M’arsily, 1986), multidimensional spectral analysis (Shinozuka and Jan, 1972; Mejia and

Rodriguez-Iturbc, 1974), turning-bands method (Mathcron, 1971, 1973; Mantoglou and Wilson, 1982;

Zimmerman and Wilson, 19(90). IIere the tuming-b,ands method is used.

In the turning-bands method, a two-dimensional slochmtic process is generated by the summation of a series

of equivalent one-dimensional processes (Mantoglou and Wilson, 1982):
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(7-7)

where Z~(N) is the two-dimensional field to be simulated, Zi (~Ni ) is the one-dimensional proecss in the line

interval (band) of line i measured by ~i and containing Ni (the projection of point N onto line i), and L. is the

number of lines selected. As in LaVenue ct al. (1990), the 1992 calculations model the WIPP transmissivity data

as a two-dimensional Iicld with an in[rinsic random function of order zero (IRF-0), making it possible [o usc the

Weiner-Levy Process 10gcnera(c the line process Zi (~Ni ) in Equation 7-7.

7.5.2Conditional Simulation

Thcprocedure for conditioning is based on ~hcfollowing relationship:

z(x)=zo~(x)+[z,u(x)-zu~(x)],

where Z(x) is the true (but unknown) value of the fick.1at point x, ZOk(x)

(7-8)

is the kriged estimate of Z at x based

on the observed values of’Z al (he locations of the observations, ZUC(x) is the unconditionally simulated value of

the fickt at point x, and ZA (x) is value of the kriged cslimate at x basal on the unconditionally simulated values

of ZUCat the Ioealions of the observations. Equation 7-8 clarifies the conditioning step as one of adding a

simulated kriging error on a kriged Iicld using the mcasurc(t data. This step involves kriging twice, once with the

measured transmissivitics and another [imc wi[h the unconditionally simulated transmissivities, both at the

Ioeation of the observations. The simulated kriging cmor is rendered zero at all observation points.

7.5.3 Automated Calibration

In the 1992 calculations, model calibration is done by an indirect approach. Synthe[ic transmissivity values,

referred to as pilot points, are autmna[ically placed in regions of the conditionally simulated transmissivity field

where an objcctivc lunc(ion (Equation 7-9) is most scnsi[ive to changes in the this transmissivily field. This

objcclive function is defined as the weighted sum of the sqtmred deviations between the model computed pressures

and lhc ob.served pressures, with the summation being cxtcndcd in the spati.afand temporal domain where pressure

measurcrnc!ntsare taken:

where .)(K) is the wcighlcd Icast square (WLS) crfor criterion function, u is the vector of parameters

(YP = Ioglo Tp), TP is the pilot-poinl transrnissivily, _Pe is the dilfcrcnce between the computed and observed

pressures, ~ is the cov<ariancematrix of errors in the observed pressure, k is the time step number, L is the

number of time steps, ,and T is the transpose.

7-11



Chapter7. Consequence Modeling

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

Pilot points arc!added to the existing measured transmissivity data set during the course of calibration. After a

pilot point is added m the transmissivily hta SCLthe augmcnlcd dala set is used to obtain a revised, conditionally

simulated transmissivi[y field for a subsequent iteration in calibration. With the addition of a pilol point, the

transmissivity distribution in the neighborhood of the pilot point gets modified with dominant modifications

being closer to the pilot-point location.

Pilot points are placed at Ioeations where their potential for reducing the objective function (Equation 7-9) is

highest. This potential is quantified by the sensitivityy coefficients (d.1/dY) of the objective function .l with

respect to Y, the logarithm (to base 10) of pilot-point transmissivity. Coupled adjoint sensitivity analysis and

kriging are used to compute the required derivatives (l&unaRao and Reeves, 1990). The transmissivities at pilot

points are assigned by an unconstmined optimization algorithm and a subsequent imposition of constraints. The

optimization algorithm, which belongs to a class of iterative search algorithms, involves the repeated application

of the following equation until convergence is achieved:

(7-lo)

where i is the iteration index, ~i is the direction vector, pi is the step length (a scalar), and ~i is a vector of

parameters to be optimized (i.e., logarithms of pilot point transmissivitics to base 10).

There are two levels of iteration used in the calibration proecss, designated as “inner” and “outer” iterations.

An inner iteration relates to the iterations needed to optimize the transmissivilics of the pilot points. When the

convcrgcncc of an inner iteration is achieved, the pilot poinls are added to the transmissivity data set, and then the

outer iteration may proceed. During the outer iteration, optimal Iocalion of the next set of pilot poinLs is

dctcrmincd using coupled kriging and adjoin( sensitivity analysis. Subsequently, their transmissivities are

optimized by a sequence of inner iterations.

Convergcncc crheria for the inner iterations areas follows:

● The performance nwasurc.1 drops below a prescribed minimum value.

● The number of iterations equals a prescribed maximum for the inner iterations.

● The ralio of the norm of the gradient 10the initial gradient norm reduces below a prescribed value.

● The gradient norm is less th,ana prescribed minimum. .

● The relative change in the objeclivc function falls below a prcscritwd value.

Outer iterations cease once the performance measure.1 drops below a prescribed minimum value or the number of

iterations cqwals a prescribed maximum for the outer iterations.
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Following the occurrence of an E2 or El E2 scenario (Section 4.2.3.2), flow of brine through a collapsed

WIPP panel may rcsul[ in mobilization of dissolved, radionuclidc-bearing compounds from waste (Section 7.4),

the transport of these compounds up an intrusion borchole, and cvcnlually their injection into the Culcbra

Dolomite Member of the Rusthx Formation (Section 2.2.2,6). Dissolved compounds that reach the Culebra could

then be carried to the accessible-environrnent boundary by advection and diffusion in groundwatcr flowing in the

Culebra. Thus, to estimate consequences of certain disturkl-case scenarios, models of groundwater flow and

solute transport through the Culcbra ,areneeded.

The consequence model that simulalcs groundwatcr flow in the Culebra is currently implemented by a

computer code called S13C0_2Dl I (Appendix C). The mathematical model on which SECO_2DH is based is

described in Section 7.6.1 (below), which details assumptions that were made in order to arrive at the current

model of groundwater flow; this scc[ion also contains discussions of modeling the effects of climate change on

boundary conditions for the Culcbra 11OWmodel.

Simulations of solute transport in groundwater flowing through the Culcbra are currently implemented by a

companion m the SECO_2D14 code called SECO_TP (Appendix C). The ma[hcmatical model on which

SECO_lP is based is described in Section 1.4.6 of Volume 3 of the present series of reports. Section 7.6.2

(following) conhins discussion of (1w:~ssumptionsthat were made in order to ,arrivc at the current model of solute

transport; it also contains discussion of the 1992 treatments of hydrodynamic dispersion (Section 7.6.2.1) and

chemical sorption in fracture flows (Scc[ion 7.6.2.2).

The mathematical models of groundwater flow and solute transport are based on a common, highly simplified

conceptual model of the Culebra Dolomite Member of the Rustler Formation: The Culcbra Dolomite Member is

imagined to be a sheet-like mm of rock having Ia[eral dimensions of the order of tens of kilometers and uniform

thickness of about 8 meters. Sets of planar fractures, all parallel to the plane of bedding, run continuously

throughout the rock mass (Figure 7-4, top) and it is assumed that all waler flow through the Culebra is sustained

by the fracture SCIS,i.e., lherc is no [low through matrix blocks scp.arating fractures (Figure 7-4, lower left) even

though the matrix blocks arc assumed to bc samralcd an(l have a finite kinematic porosity. The surfaces of

fmcturcs arc assumed to be uniformly coaled with layers of clay of constant thickness greater than or equal to O

(Figure 7-4, lower right) [hat arc never allowed to cnlircly fill the void space of a fracture; these clay layers are

assumed to be satumtcd and to have finite kincma[ic porosity, but as in the matrix material, no advectivc flow is

allowed through a clay layer.
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Groundwater Flowin the Culebra

1 7.6.1 Groundwater Flow in the Culebra

2 Grounclwawr flow at regional and local scales within the Culcbra Dolomite is simulated by solving the

3 following partial differential equation in two dimensions (~y):

4 S,+vo(mvz)
al

(7-11)

5 whae

6 h = h(,r,y,f), the hydraulic head(m).

7 S. = S$(x,y,r), the specific storage of the Culebra (m-l),

8 ~ = ~(x,y,l), the hydraulic conductivity tensor (m/s).

9 The specific storage and hydraulic conductivity tensors are obtuincd from more directly measurable quantities.

10 (7-12)

11 whcm

12 S(x,y) = storage coefficient in the C.ulcbra (dimensionless),

13 AZ = Z(x,y), Culebra thickness (m),

14 ~(x,y) = one of a set of simulated transmissivity tensors (units: m2/s). See Section 2.6.9 of Volume 3

15 for a discussion of how transmissivity fickts are generated. Also scc Section 7.5 of this report.

16 Given appropriate initial and boundary conditions, the SECO_2DH code is used to solve Equation 7-11

17 numerically 10 yield a pomntiomctric head field, Ir(-r,y,[), which may be used to compute specific discharge (or

18 D,arcy velocity) at any point in the Culebra:

19 ~(x, y,l)=–~OVh (m/s). (7-13)

20 The storage coefficients S(.r,y), and the Culchra thickness AZ are treated as constants (as opposed to functions

21 of position) in the 1992 series of c,atculalions.
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Chapter7. Consequence Modeling

7.6.1.1 BOUNDARY CONDITIONS

Groundwater flow is modeled separately in regional and kxd grids (T@ure 7-5) to provide increased resolution

in the area of primary in[crest around the WIPP. In solving Equation (7-11), boundary conditions are specified on

the outer edges of the regional grid; these boundary conditions may be a mix of the following kind, depending

upon geological and hydrological conditions at a point on the regional boundary: (1) Dirichlct (specified h on

boundary); (2) inhomogeneous Ncuman (specified gradient.. of h on boundary); (3) Robin boundary conditions [a

mixture of(1) and (2)]; and (4) adaptive boundary conditions, in which flux (~) is specified at inflow boundaries

and head (h) is specified at outflow boundaries. Boundary conditions for the local grid, in which radionuclide

transport is modeled, are determined by the groundwater flow calculated for the regional grid. The actual problem

geometry and specifications for bound,ary conditions that were used in the 1992 series of calculations em be found

in Volume 4 of this report.

7,6.1.2 EFFECTS OF CLIMATE CHANGE

The effects of climate change are simulated through inclusion of time-dependent Dirichlct boundary

conditions. Specifically, potentiomctric heads on portions of the northwestern and northeastern edges of the

regionat grid (closest to the assumed recharge area for the Culebra) are set according to the formula (Swift, 1992,

1991)

where

hj =

‘P =

AR =

e=

@=

future potentiometric head (m)

present potentiometric head (m)

Recharge amplitude faclor (dimensionless)

Pleistocene glaciation frequency (Hz)

frequency of Holoecne-type climatic fluctuations (Hz).

(7-14)

The recharge amplitude factor, AR, is a number to lx chosen between 1 and y z 1. If AR = 1, it is seen that

there arc no effects of climatic change. If ARY1, the maximum future head, hy will be greater than the present

head. The constant y is a scaling factor (hat is chosen to ensure physically reasonable head values on the portion

of the recharge bound,ary where boundary conditions are applied.
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1 7.6.2 Solute Transport in the Culebra

2 ‘Ile mathematical model of SOIUICtransport at the local scale is described in Section 1.4.6 of Volume 3 of the

3 present series of reports. The physical assumptions and limitations of’the 1992 version of’the solute transport

4 model are the same ~s those of the 1991 version (see 6.5.2.3 in WIPP PA Division, 199lb), n,amcly:

5 1. The numerical solution is limited (o two dimensions, reflecting the conceptual model of the Culebra

6 Dolomite member (Figure 7-4).

7 2. Hydrodynamic dispersion is quantified with a Flck’s law term.

8 3. Fracture flow is modeled as an equivttlent porous medium of constant porosity.

9 4. No advectivc transport exists through {heCulebra matrix; however, rmc-dimensional diffusion of solutes

10 across fiacturc-matrix interfaces arc allowed (Figure 74).

11 5. Adsorption of solutes Onsolid phases obeys a linear isotherm.

12 6. Local chemical equilibrium always exists between SOIUICSand solid phases.

13 7. Material-property parameters arc [rcaled as constants over distin,:t material regions; in other words,

14 intramatcrial spa[ial v[ariabilily is ignored.

15 The purpose of ~wumplion 4 is to permit simple simulation of the phenomenon of dynamic solute storage

16 within porous materials surrounding frmurcs. As solute concentration in fractures increases, solute will diffuse

17 inlo and become immobilized within the matrix; if concentrations in fractures decreases with time, solute is

18 returned to fmcturcs by diffusion out of the matrix.

19 The major clifferenccs between (1w 1992 and 1991 vcrsicms of the solu[e transport model lic in the former’s

20 treatment of dispcrsivity pmmctcrs and adsorption effccls in fracture flows. Dcmils of changes in the way these

21 important physical effects arc implemented in the mrrdcl are prescntcxl in (he remainder of this scclion.

22 7.6.2.1 MODELING HYDRODYNAMIC DISPERSION

23 The compments of’the hydrodynamic dispersion tensor for the fracture systcm D~, are (Scheidcgger, 1960)

7-18



Groundwater Flowand Transpofi
Solute Transport in the Culebra

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

where Vi, i = 1,2, arc the components of the average linear Vehcit y vector in the fracture system (m/S), aL and

aT ~ res~ctively k)[lgi[u(iind and ~ansvcrsc disWrsivities (m), D* is the mOhd~ diffusion coefficient of the

“average” solute sfx3cics(m2/s), and

lq=(v/+v;)”2

The dispcrsivities, a L and aT, arc measures of the dispersion of the true linear velocity vector about the

average value. Ideally, these parameters would be estimated by filling transport model calculations to results of

tracer tests conducted in the Rustler Formation at an appropriate scale; but, in the absence of tracer-test results

suitable for paramtcr estimation, the PA Department has had to rely on subjective judgments and results from

stochastic transport theory to form the necessary estimales. In 1991, it was assumed that aL, aT were

imprecisely known constants (WIPP PA Division, 1991c, Section 2.6.2), with longitudinal dispersivity varying

between 50 and 300 mclcrs and lrmsverse dispersivity varying between 5 and 30 meters (i.e., one-tenth of

longitudinal dispersively).

The treatment of Culcbra dispcrsivity in the present (1992) series of PA calculations relies heavily on

stochastic transport theory, exemplified by the universal scaling approach used by Neuman (1990) to investigate

the compatibility of fracml transmissivity fields with the observed scale dependence of dispersivity. Neuman

provides an expression that relates longitudinal dispcrsivity to the mean value of the variograrn of In T variance at

the scale S and the travel distance L, namely

(7-15)

20 where COis a constant -1 in isotropic media; and

21 a;(s) = y(v, v) = ; JJY(x-Y)~x~Yt (7-16)

Vv

22 where y(h) is the variogram of In T, h = Ix-y 1, and each integration in the above expression is carried over a

23 f~ed area v, - L2. In current (1992) PA calculations, C’. = 1 an(t L is taken to be the size of the model block in

24 which czl- is being cvalualcd.
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The variogram, y(h), is taken to be the one used in the “local” scale generation of the 1992 random

transmissivity ticlds (Section 7.5 am-lApfxmlix D, Volume 3),

y(h) = 1.2X1O-3 h . (7-17)

Here, the “local” scale is defined as that appropriate for the transmissivity measurements, i.e., a scale length

between slug tests radii of influence and pump tests radii of influence; such a scale length is of the order of 10

meters. Note that Equation (7- 17) is a linear variogram, for which the concepts of “ccrrrclation length” and

“integral scale” have no meaning.

The integral in Equation (7-16) has been evaluated by Joumel and Huijlbregts (1978, p. 113) for a linear

variogram y(h) = h and a recmngular mesh with dimensions L and ~. Their result is analytically messy, but in

the case where L.= ~ ( v = area of a square of side L.),their expression reduces to

7(V, V) = 0.5213 L..

Multiplying this expression by the constant in Equation (7-17), 1.2 x 10-3, and substituting for 7(v, v) in

Equation (7- 13) gives an expression for UIC longitudinal dispersivity in terms of the size of the model block in

which (XLis being evatuatc4t:

aL =6.2 x10–4 L2 (m). (7-18)

In practice, a value of 1.5 meters is added to the aL obtained by Equation (7-18) in order to account for microscalc

dispersion that must occur below the “local” scale.

The ratio of longitudinal to transverse dispcrsivity does not seem m be scale.dependent; data from Gclhar ct al.

(1992) suggest thaI this m[io is almost always between 10 and 50. In the present (1992) series of calculations,

the fixed relation

1

aT=maL

was adopted.

(7-19)

Note thal using model block size as [ravel distance in obtaining Equation (7-18) is equivalent to the

assumption that dispcrsivity reaches its asymptotic limit at the scale of a model block, and any other non-

asymptotic behavior is mken care of by variability of the simulated transmissivity fields (Section 7.5 and

Appendix D, Volume 3).
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1 7.6.2.2 MODELING CHEMICAL SORPTION IN FRACTURE FLOWS

2 Chemical retardation of SOIUICSby sorp[ion on fracture surfaces was mcxlellcd in 1990-1991 PA calculations with

3 a formula proposed by M. D. Siegel (1990). Siegel suggested that the effective solute velocity in a clay-lined

4 fracture, VCfl is rclaled 10the average linc<arvelocity of groundwater in the fmcture, V,by

5
v

—=l+pc K~c(bc/b),
Veff

(7-20)

6 when

7 PC = density of clay liner (kg/m3),

8 KdC = partition coefficient of solute in clay (m3/kg),

9 2bC = total thickness of clay layer in a fracture (m), and

10 2b = liwlurc ,apcmut (m),

11 The expression on the right side of Equulion (7-20) is called R, the retardation factor; the partition coefficient Kdc

12 is also called the distribution coefficient.

13

14

15

16

17

18

19

20

21

Consideration of Equation (7-20) will show that it cannot generally describe retardation of solutes being

transported through an open, saturated fracture; in this case, retardation of solute molecules must proceed by

reactions hctween the mobilized species and stalion<nryspecies located on the solid surface facing the fmcture void

space. In contrast, Equation (7-20) turns out 10 he a “thin-skin” approximation to retardation of mobile solutes

wilhin pore spaces of the clay Iaycr, which is valid only after solu[e molecules have diffused or been advectcd into

the clay layer and conccntmtirmal equilibrium is nearly established. In other words, Equation (7-20) is appropriate

for conccnwational equilibrium; no[c, however, that it may take a long time to reach concentrational equilibrium

by diffusion of solute through highly sorbing clay and that, by assuming instantaneous equilibrium, the

rctardatirm of solutes in fracture flows may have been overestimated in the 1(990-1991calculations.

22 The PA Department abandoned usc of F~uation (7-20) in 1992 and, for reasons provided below, has set R = 1

23 in fracture flows (see Equation 1.4.6-1 in Section 1.4.6, Volume 3 of this report). An approximate, but

24 physically motivated expression for the retardation of solutes in fracture flows is derived in the remainder of this

25 subsection and USC(I [o jus[ify the choice of R = 1.

26 Freeze and Cherry ( 1979, p. 411) give an expression for the retardation factor in solute transport through a

27 fdan(arfraclurc of aperture 2b:

28 R=l+~Kfl, (7-21)
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Chapter7. Consequence Modeling

where

Ka =
mass of solute on solid phase per unit area of solid phase

(m).
concentration of solute in solution

Equation (7-21) should be valid when time scales for(1) diffusion across a fracture aperture and (2) achievement of

equilibrium in surficial chemical rcac[ions are always much smaller than other problem time scales (e.g., time

required to advect a solule molecule across a grid cell, time required to diffuse into clay layers).

The surficial distribution coefficicm[, Ka, can be related to the familiar mass-based distribution coefficient

(Freeze and Cherry, 1979, p. 405),

Kd =
mass of solute on solid phase per unit mass of solid phme

(m3/kg).
concentration of solute in solution

by Ko = K,Il~,J, ,

where o,,, is the surface area per unit mass of the solid phase (m*/kg). Obviously, CJ1l)depends upon the

physical nature of the solid phxe, here a natural aggregation of clay grains on the surfaces of saturated fractures in

the Culcbra Dolomite. No measurements or estimates of am for these clays secm to be available, but an order-

of-magnitude estimate of this quantity can be rapidly made if the clay is visualized as an aggregation of regularly

packed spheres of radius a (i.e., spheres centered on vertices of a cubic lattice of elemental size h). To begin

making this estimate, consider M kg of bulk clay having grain-density pg; then the number of spheres in his

mass is

n,, = (3&f)1(47t(J3pg),

and the surface area of [he solid ph:ue that is presented to the pore space of the M kg of clay is

A=4m2nP ==.
UPg

It follows that

Substitution of this

retardation fwxo~

A3 Wg K(I
6– =—, an(l SOKfl Z—Ill – Z ~pg 3“

resul[ in Equalion (7-21) gives [he promised order-of-magnitude estimate of the fracture

R=l+~Kd (a/b).
(7-22)
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Note the superficial similarity of expressions in Equations (7-20) and (7-22). Their relative magnitudes are

nevertheless always different as can bc seen by forming the ratio of (R-1 )s from the respective formulas; for

instance, Ureratio of (R-l) for Equn[ion (7-22) (o (R-1) for Equation (7-20) is of the order of tibc, the ratio of

clay particle size to clay Iaycr thickness. In all but the narrowest of fracture apertures, dbc should be of the order

of 10-2 or less (take a = 1 pm, b = 100 pm). Thus, retardations computed from Equation (7-22) should kc much

less than rctanlations computed from Equation (7-20), justifying the earlier claim that retardation in fracture flows

(i.e., “single porosit y“ morlcl) may have been overestimated in the 1990-1991 series of PA calculations.

Clay layers on fraclure surfaces actually played two roles in 1990-1991 PA models of solute transport in the

Culebra Dolomite: (1) lhc role described above, i.e., as agents of retardation of solutes in fracture flows, and (2) as

barriers m mass transfix ol’ solutes across the matrix-frachrrc interface (the “matrix skin resistance” of Section

2.6.7 in WIPP PA Division, 199lc). The PA Dcpartmem has also abandoned the second of these roles for clay

linings in 1992 versions of the solute-transport models. Clay linings are now treated as extensions of the matrix

and a single diffusion equation [Equation (1.4.6-5), Section 1.4.6, Volume 3 of this series] is used to model solute

mass tmnsport in an eflcctive porous media comprised of Culebra matrix blocks and their adjacent clay linings.

7.7 Direct Removal of Waste

Of the possible pathways for release during the 10,000-year regulatory period, onc of the most importanl is

that caused by the direct removal of wasle tht would result when an exploratory drill bit inadvertently penetrates a

waste storage room. To quantify the extent of ra(lioac[ivc rclcasc resulting from direct removal of waste, the

model described below, exlmcted from Berglund (1992), hx been dcvclopcd. ‘Ilc current pcrfm-mancc assessment

model assumes that future drilling techniques will bc similar to those in usc lmkly. Ilis assumption is necessary

10provide a bxis on which prcdic[ions of release can be cstimakxl.

In rol,ary drilling, a culling hit al(achcd to a series of hollow drill collars and drill pipes is rotatul at a fixed

angular vcloci[y and is dircchxl m cut downward Ihrough underlying strala. To remove the material loosened by

the drilling action, a drilling Iluid (“mud”) is pumped down the drill p@ through and around WC ~rlll bit, and uP

to the surface within the annu]us formxl by the drill pipe ad the horeholc wall (Figure 7-6).

If an explomtmy drill bit penctra[cs a waste-tilled room, waste resulting from three separate physical processes

can mix with the drilling tluid and bc tr,nnsportedto the surface:

● cutlings-waste contained in Ihc cylindrical volume created by the cutting aclion of Uredrill bit through the

waste,

● cavings—wasle that erodes from the horcholc in response to Ihc upward-flowing drilling fluid within the

annulus. and

● spallings—waste surrounding the eroded borchole that is transportcrJ by wa.ste-generated gas escaping to the

k>wer-pressurebmholc.
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Direct Removal of Waste

1 A discussion of these three processes follows.

2 7.7.1 Cuttings

3 For a gauge boreholc, the volume of cuttings removed and transported to the surface is equal to the product of

4 the drill bit area and the drill depth. “~hus,to estimate the total volume of waste removed due 10the cutting action

5 of the drill bit (V), it is only ncccssary to know the compacted repository height (h) and the drill-bit area (A):

6 V= Ah. (7-23)

7 The cuttings volume calculated in this manner is a lower bound to the total quantity of waste removed by drilling.

8 7.7.2 Cavings

9

10

11

12

13

14

15

16

While a number of factors that infhrcnce drillhole wall erosion have been identified in the literature (Broc,

1982), industry opinion singles out fluid sbe,ar stress as the most important factor (Walker and Holman, 1971;

Darlcy, 1969). This analysis therefore assumes that borehole erosion is caused primarily by the magnitude of

fluid shear stress acting on the boreholc wall. This analysis also assumes that erosion of wall material occurs

when the fluid shc.ar stress al the wall exceeds the effective shear strength for erosion of the wall material (the

surrounding compackxf rq-mitory wastes) aad that (he di,ameter of the bored hole increases until this condition no

longer exists. In this process, it is assumed that sufficient time is available m complete the erosion process. All

the eroded material is assumed to pass to the surface in the flowing drilling fluid.

17 Flow in the annulus between the drill pipe and borehole wall is usually laminar (Darley and Gray, 1988).

18 Adjacent (o [he collars, however, the smaller annular volume created by the larger collar diameter (Figure 7-6)

19 causes higher mud vclccitics, making Ilow either lamin,v or turbulent (Berghmd, 1990; Pace, 1990). For laminar

20 flow, the analysis Icmls i[sclf [o classical solrrlion methods. Turbulent tlow, where the flow is assumed to be

21 axial with no rom[ionaf component, requires a more approximak approach.

22 7.7.2.1 LAMINAR FLOW

23 Below Reynolds numbers of about 21O(Ifor Newtonian fluids and 2400 for some non-Newtonian fluids

24 (Walker, 1976), experiments have shown that the flow of a fluid in a circular pipe or annulus is well behaved and

25 can be described using a well-defined relationship hctween the velocity field and the fluid shear stress. This type of

26 flow is called I:uninar. Drilling fluids exhibit non-Newtonian fluid behavior, m,aking it necessary to choose a

27 functional form for the variation of viscosi[y with shear rate for the Iluid. Of the several different functioned forms

28 that can he usc(f to account for the varying viscosity, this anaJysis uses a form chosen by Oldroyd (1958) and

29 further dcvclopcd by Savins and Wallick (1966).
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1 Savins and Wallick (1966) have shown that the solution for laminar helical flow of a non-New[onian fluid in

2 an annulus could be written in terms of’three nonlinear integral equations:

3

4

5 (7-24)

6

7 where Q is fhc (frilling fluid (mud) flow rate; r is fhc radiaf coordinate; ct is the ratio of the collar radius over the

8 cutting radius (Ri/R ) (F@urc 7-6); Af2 is fhc drill string angular velocity; q is the viscosity of the drilling fluid;

9 p is the non-dimensional mdial coordinate represcming fhc ralio r/R; and L2, RJ/2 , and C are parameters related

10 (Othe fluid shear swesses. As long as annular flow remains in the laminar regime, the above three nonlinear

11 inlegral equalirms can be solved numerically m dckmnine tic! final eroded vohunc of the horeholc (a function of

12 tie effcclive shear strength for erosion, ~fai]) and Ihe resulting total cavings volume.

13

14

15

16

17

18

19

20

21

22

23

24

7.7.2.2 TURBULENT FLOW

At a Rcynokfs number of about 3000, flow bccomcs fully turbulent; momentum effects dominate and fluid

viscosity is no Iongcr as important in charac[crizing pressure losses. A far more important parameter is the

surfiaccroughness past which the fluid must flow.

The increased complexity of turbulent flow makes empirical procedures necessary. For axial flow in an

annulus, the pressure 10SSunder turhulen[ conditions can k approximated by (Broc, 1982)

2,ppv2

‘= (0.8165)D’
(7-25)

where ~ is the coefficient of pressure head loss (Fanning friction factor), D is the hydraulic diameter, L is the

horeholc length, ~ is the average fluid vcloeily, and ~ is Ihc drill fluid density.

If the shear stress due to the !lowing fluid is assumed m be uniformly distributed on the inner and outer

surfaces of the annulus, it can be easily shown using F~ua[ion 7-25 that the shear stress is related to the average

fluid velocity Ihrough Ihe relation
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1
~ . m2

2(0.8165) ‘
(7-26)

2

3 The Fanning fric[icm factor is empirically related to the Ilcynokfs number and rclalive roughness by the

4 equation (Whitlaker, 1985)

5
[

1.255
~.–410g10 — —
o 13.;2D+ Re~ ‘

(7-27)

6 where E/D is the relative roughness and Re is the Reynolds number. For circular pipes, D in this equation

7 represents the inside diameter ‘ands is the absolute roughness or the average depth of pipe wall irregularities. In

8 the absence of a similar equation for flow in an annulus, it is assumed that this equation also applies here, where

9 D is the hydraulic diamc[cr, and & is the absolute roughness of the waste-borchole interface.

10 The above three equations can be used to obtain the final eroded borcholc radius under turbulent flow

11 conditions by forcing the fluid shear stress acting on the borehole wall to equal the shear strength for erosion of

12 the rcposi[ory waste (Zf~il).

13 7.7.3Spallings

14

15

16

17

18

19

20

21

22

23

24

The spalling of boreholc walls is a common occurrence in oil and gas drilling and can bc caused by an

encounter with a geopressurizcd formation; a simiku event may occur if an exploratory drill bit penetrates a wastc-

fillcd, pressurized room at the WIPf>. Comosiorr and biodegradation of Ihe was(c will generate gas, raising the gas

pore pressure in Ihc wasle to values approaching and perhaps exceeding the lithostalic level within the next 700 to

2,000 ye,ars. Because the pcnneabilily of the surrounding Salado Formation is expected to bc 1107 orders of

magnitude less than thal of the compacted wrote, the Salado can be considered impermeable compared to the waste.

The intrusion of a drill bit into the waste could therefore “suddenly” expose the waste with its high pore pressure

(for example, 14.8 MPa) to the borcholc hydrostatic pressure of 7.7 Ml% (assuming a saturated salt solution is

USC(Jwhile drilling), causing gas to escape 10 the borcholc aflcr flowing through the compacted waste. The

escaping gas may compromise the slability of the borcholc wall and contribute m the quantity of waste material

that rcachcs the surface environment.

25 Spalling is a complex process that involves the flow of gas in a moving waste matrix, changing sfrcss sfatcs,

26 changing porosity and permeability of the waste, waste failure, and when the waste interacts with the drill bit,

27 turbulcru mixing of (11clhree phases—solid waste, (frilling fluid, and gas. The approach for modeling spalling

28 caused by the intrusion of an exploratory drill hit is slill being developed.

29 The currcnl smw of understanding for span as related to WIPP is treated in Berglund (1992). In addition to a

30 discussion of’related Iitem[ure, Bcrglun(f (1992) describes several types of calculations, each of which addresses a

31 different mpec[ of gas Ilow and waste response from a pcnctmlerl, g~s-pressurized, waste stomgc room. The waste

32 respomsc is found [o be v cry dependent on Ihc cons[i[u[ive nature of [he cornpaclcd composite waste, a fvature
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that is currendy unknown. If the waste is assumed to behave as a granular, soil-like material with a nonlinear

constimtive character and a small cohesive strength, the behavior of the waste subject to gas flow indicates a

movcmcn[ toward the boreholc after penetration. In both the one- and two-dimensional computational models,

where an instantaneous borehole pressure drop is assumed, the inward motion of the waste-borehole boundary

would quickly (in milliseconds) be bloekcd by the presence of the drill string and would remain impressed against

the drill string while a sufficient pore pressure gradient is maintained.

What happens to the waste as it is impressed against the drill string is not known because the interface

between the waste and drill stem is very difficult to characterize without experimental verification. One

possibility is the compressed waste will completely block the flow of drilling mud. Whether the drilling

opcra[ion can proceed in such circumstances is unknown. Certainly the flow of gas out of the waste will be

further restricted if not completely blocked. Such a restriction would prolong the compressive stresses acting

between the drill string and Ihc waste. Another possibility is that some drilling fluid may be able to channel its

way through the waste-drill string boundary carrying eroded waste up inlo the upper borchole.

‘Ile driller may, however, be a~le to detect the resistance afforded by the waste pressing against the drill stem

by the increase in torque, circulation pressure, and by a drop in mud flowrate (Austin, 1983). Under such

conditions the driller may raise the cutting bit and allow the “span” to continue naturally, eventually proceeding

after the process diminishes (Short, 1982). Often unclcr these conditions a repetitive process is undertaken of

cleaning out, drilling ahead a few feet of new hole, picking up the drill bit to check for fill, then cleaning out

again. This is repeated un[il spalling slows. lle ckxmout procedure can be used for 12 m 24 hours, or longer, if

it shows sign of becoming effective (Short, 1982).

If drilling can proeccd with the waslc impressed against the drilling cquipmcn~ erosion will probably occur at

the interface and could continue until a significant portion of the gas has leaked from the penetrated room or the

target drill depth is reached. Based on leakage rates from the waste with uniform pcrmeabilities, significant

volumes of gas will be removed from the room only after several hours for the greatest waste permeability and

hundreds of days for the least permeability. Moreover, the decrease in waste permeability caused by the

compressive stress field at the drill string-wasm interface is likely to decrca.se the gassleakage rates significantly.

In the analyses considered in Berglund ( 1992), actions LOpreven[ a blowout taken by the driller after

encountering a gas-pressurized formation arc also discussed. When formation gas flow into a boreho]c is detected

at the surface, such as by an increase in rc[urn mud volume, the driller usually will “close in” the well by

engaging blowout preventers (BOPS) [o prevent serious injury to pcrsrmncl and damage to equipment. This action

is usually taken within a minute or two af[cr the “kick” is tirst observed, and the effect is that the gas flow from

the format ion 10 the borcholc is effectively cur[ailcd (Mills, 1984). The well is then “killed” by increasing the

mud density in the horehole so that the formation (waste) pore pressure is in balance with the mud pressure. The

drilling can then safely continue. With the pressure gradient in the borehole wall thus reduced to zero, spallation

will cease and waste will bc brought to the surfwx by erosion only. BOPS arc engaged only if a blowout

condition is detected. For high-permeability wastes (k = 1x 10-*3 m2), the rate of flow of gas to the borehole

will increase the mud volume in the annulus significantly, and it is very likely that the well will bc “killed.”

IIowevcr, for lower pcrmeabilitics, Ihe gas flowrmtc is much reduced; the driller may not engage BOPS but

continue drilling, thus allowing span into the borcbole to occur.
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1 Estimating the amount of material that may eventually bc passed into the borehole as the result of gas

2 generation in the repository is difficult and speculative. However, based upon the analysis performed and the

3 literature examined 10 date, it does not appear to be unreasonable that a volume of wasle greater than the lower

4 bound cuttings volume (bit area x waste depth) could evcn(ually reach the ground surface. Currently, little data

5 arc available that predicl Ihe cons[i[u[ivc nature of the compacted, decomposed waste at the time of intrusion, nor

6 have there been any experiments perfonnc(l that could confirm the mechanisms for borehole span as discussed.

7 These data are cumenlly being devekpxl
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A.1 Background

The WIPP PA Department has developed a computational model called BRAGFLO (BRine And Gas FLOW)

to simulate two-phase flow through porous, heterogeneous reservoirs. BRAGFLO numerically solves the coupled

nonlinear partial differential equations (PDEs) describing the mass conservation of the gas and brine components

distributed between the gas and liquid phases. Finite difference methods are used to develop analogs of the mass

conservation PDEs in two spatial dimensions. These analogs are integrated over time using a modified Newton-

Raphson method and variable time spacing.

BRAGFLO output is used to provide input for an equilibrium-mixing cell mathematical model called PANEL

to evaluate radionuclidc concentrations resulting from the mixing of brine with waste. PANEL has no geometry;

it can be thought of as a point. The brine flow up the boreholc that is calculated by BRAGFLO is input to

PANEL so that appropriate amounts of radionuclidcs determined by their respective solubilitics can be added to the

brine flow.

A.1.1 BRAGFLO Features and Limitations

BRAGFLO is a modeling tool that can accommodate conceptual model changes and is therefore well suited to

test various allemativc conceptual models. This flexibility results, in part, from the highly structured and modular

coding style used. BRAGFLO is also designed to be robust and numerically stable when simulating multiphase

flow over a wide range of conditions and input property values.

Current limitations of BRAGFLO include:

●

●

●

✎

Only isothermaltwo-phase flow is modeled.

only two components or chemical species are modeled, and only onc of the components can be distributed

between both phases, such as a gas component existing in the gas phase and a water or oil phase as

dissolved gas. In the case of the WIPP performance assessmen~ the waste-generated gas exists in both the

gas phase and the brine phase, but the brine exists only in the brine phase (the brine has zero vapor

pressulc).

The porous medium within each numerical grid block is Weatedas a single continuum; discrete fracturing or

dual porosity is not considered.

Grid block connectivity is not arbitrary and is fixed by spatial constraints. The solution domain cannot be

modeled by mixed dimensionality.
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● If twophases orcomponentscxist anywhere inthercpository, both component mass balances must be

solved everywhere in thercpository even though isolated areas may be governed solely by single-phase

flow.

● Non-Darcy flow, where flow is proportional to a potential gradient (for example, molecular diffusion) is not

modeled.

c Fluids are assumed to exhibit Newtonian behavior (fluid viscosity does not vary with rate or time of shear).

7 A.1.2 Performance Assessment Role of BRAGFLO and PANEL

8 The WIPP PA Department is using BRAGFLO to study the effects of gas on the flow of brine through the

9 repository and up an intrusion boreholc. Specifically, BRAGFLO models the effects of the interaction of the

10 following phenomena:

11 ● gas generation from corrosion and microbiological degradation of the waste,

12 ● brine movement from the surrounding rock through the waste over lime,

13 ● possible saturation of the waste by mixing with brine from an underlying pressurized reservoir that reaches

14 the wasle through a boreholc crwted by an exploratory drill bi~ and

15 ● creep closure of the surrounding host rock.

16 BRAGFLO uscs WC1lSw model gas generation from corrosion and microbiological degradation of the waste,

17 the brine flow from a breached underlying pressurized brine pockel, and brine influx from the surrounding host

18 rock. In BRACWLO, wells may be accommodated by using simple WCHmodels or by directly including WC1l

19 geometry and properties in the numerical mesh. This process is described in detail in the 1991 performance

20 asscssmem docurncnlation (see Section 5.2.2.5 of WIPP PA Division, 1991).

21 PANEL uscs the results of BRAGIIO to predict mixing of rmlionucli(les with brine (see Section A.3).

22 Creep closure of [he host rock surrounding the repository will result in pressurization or rock deformation,

23 changing material porositics and perrneabililics. Presently, BRAGFLO is capable of using as input varying room

24 porosity, which changes with closure as predicted by SANCHO (Appendix B). Porositics and absolute

25 permcabilities of all other materials in the modeled waste room are currcnlly treated as imprecisely known

26 constants.
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Flow (BRAGFLO)
Fundamental Equations

A.2 FIOW (BRAGFLO)

2 A.2.1 Fundamental Equations

3 The BRAGFLO 11OWmodel simultaneously solves five equations:

4 ● a ptiiaf diffcrcnlial equation that describes the mass conservation of gas in the repository and sumounding

5 formation,

6 ● a partial differential equation that describes the mass conservation of the brine in the repository and

7 surrounding formation,

8 ● a saturation constraint equation,

9 ● a mms fraction constraim cquatiou on the components m,nkingup the brine phase, and

10 ● a capillary pressure constraint equation.

11 The above equations, along with appropriate boundary and initial conditions and material property relationships,

12 form the basis of the model’s fundamental cqualions. These equations are describd in detail in Volume 3 of this

13 report (Section 1.4. 1) and the 1991 performance assessment documentation (see Section 5.2 of WIPP PA

14 Division, 1991).

15 A.2.2 General Conceptualization

16 BRAGFLO can simula[e the simultaneous flow of two immiscible phases through a porous aniso[ropic

17 reservoir. The reservoir may consist of many materials with widely differing characteristics. Reservoir properties

18 may also vary spatially within a particular malcrial type.

19 A description of multiphase porous media flow is necessary to untferstand the assumptions involved in

20 modeling muhiphase flow through porous media. Details of the equations of motion for multiphase flow

21 describing assumptions, derivations. and implcmenta[ion are wi(fc-spread throughout the petroleum literature (Bear

22 ct al., 1968; Bear, 1975, 1979; Dakc, 1978; Crichlow, 1977; Collins, 1961; Aziz and Scttari, 1979; Peaceman,

23 1977; Crookston ct al., 1979; Chats, 1980; Vaughn, 1986; Rubin ‘andVinsome, 1979; Scheidegger, 1960). The

24 nomcncla[ure, assumptions, and conccptu:iliztl[i(~llused here are typicaf of those found in much of the multiphase

25 reservoir mcdeling Iileralure rcfercnccd above.

26 BRAGFLO is based on a description of porous mc(fia presented by Bear (1975), Bear ct al. (1968), and Bear

27 and Bachma[ (1967). The porous media is charac(crizcd as a portion of space occupied by hctcrogcneous matter

28 made up of a solid phase and at Ie,mstonc fluid phase. The space that is occupied by the fluid phases is called the
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poreor void space. Some of be~resme interconna@d (effective prosity) andotiers me not. This void space

forms a tortuous network of randomly sized and lccated channels. The porous medium forms a continuum with

the solid matrix present in each reprcscntativc volume.

The conceptualization of fluid flow through such a porous media is consistent with assumptions and

descriptions presented in Bear (1975). The fluids are assumed to be Newtonian and may be compressible. The

flow in the void space is laminar and confined to well-defined channels with fluid particles moving paratlel to the

channel walls. The forces acting on the fluid particles result only from pressure, gravity, capillary action, and

shear. Flow in the network of channels contained in a given volume gives rise to average gradients that are

independent of the geometry of indlviduat channels.

BRAGFLO simulates multiphase flow through porous media. Two types of multiphasc flow are possible,

miscible and immiscible. BRAGFLO considers immiscible displacement only. In this case, both fluids flow

simultaneous y through the porous network. The two fluid phases are separated by an interface whose curvature

and surface tension give rise [o a capillary pressure difference across the interface (Brooks and Corey, 1964; Corey,

1986; Peaceman, 1977; Dake, 1978; Crichlow, 1977; Collins, 1961). The interface is assumed to be abrupt and

any transitions from one phase to another occur over a distance of negligible length compared to the channel

diameter (Bear, 1975).

The concept of saturation is introduced to describe the occupation of void space by more than one fluid.

Saturation is defined as the volume fraction of void space occupied by a particular fluid. Interracial tension exists

where the two immiscible fluids contact each other. The shape of the resulting meniscus defines the nettability of

the system (Brooks and Corey, 1964; Bear, 1975). For example, the convex side of the meniscus faces toward the

wetting phase, while the concave side faces toward the non-wetting phase. Interracial tension and nettability may

depend on the direction the interface is moving. This phenomenon is called hysteresis. Hysteresis is a secondary

effect and is not currently modeled (Brooks and Corey, 1964).

Three saturation regions are differentiated in the two-phase system, brine and gas, for example. Assuming a

brine-wet reservoir, at low brine saturations, brine forms in isolated rings or exists as a thin film. As brine

saturation increases, a condition is reached where the brine forms a continuous phase that is capable of

transmitting pressure. Above this critical saturation or “irreducible saturation,” brine flow is possible. Potential

flow of brine below the irreducible brine saturation will not occur. At high brine saturations, brine isolates the

gas and the gas no longer forms a continuous phase. This occurs at the irreducible gas saturation.

Bear’s continuum approach is assumed for multiphase flow (Bear, 1975). Each fluid is a continuum and the

various continua occupy the void space simultaneously. The equations of motion for multiphasc flow used here

are based on heuristic extensions of Darcy’s law (Hubbert, 1956; Bear, 1975, 1979; Dake, 1978; Crichlow,

Collins, 1961; Dullicn, 1979; IIiatt, 1968; de Marsily, 1986; De Wiest, 1965; Aziz and Settari, 1979).

The following is a statement of Darcy’s law in differential form:

q, =-f[vP-pg]

1977;

(A-1)
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1 where qv is the volumetric flow rate per unit cross-sectional area, k is the absolute or intrinsic permeability of the

2 porous media, p is the fluid viscosity, p is fhc fluid density, g is the gravitational constant, and P is the fluid

3 pressure.

4

5

6

7

8

9

10

11

Darcy’s original observations were made on the one-dimensional vertical flow of water through a fully

saturated porous medium (Hubbert, 1956). Darcy postulated the law, which states that the flow of water under

these conditions is proportional to the change in potential. Many generalizations of Darcy’s law can be found in

the literature (Bear, 1975, 1979; Bear et al., 1968; Bear and Bachmat, 1967; Dake, 1978; Crichlow, 1977;

Collins, 1961; Dullien, 1979; Hiatt, 1968; dc Marsily, 1986; De WicsL 1965; Aziz and Sctfari, 1979). These

generalizations extend Darcy’s observation to other fluids, to the simultaneous flow of immiscible fluids, to

multiple dimensions, and to compressible fluids. These generalizations are used in obtaining the equations of

motion governing tic two-phase flow assumed in BRAGFLO.

12 The first extension is a generalization from an isotropic to an anisotropic medium. This extension is

13 developed heuristically as well as theoretically in Bear (1975). Implicit in this generalization is the extension to

14 two and three dimensions.

15 The second extension is that of accounting for fluid compressibility effects. Hubbert (1940) shows that

16 extensions of Darcy’s law to compressible fluids, such as gas, arc valid provided the density of the fluid is a

17 function of pressure only and the flow is irrotational.

18 The third extension of Darcy’s law accounts for the presence and flow of multiple immiscible phases. Once

19 steady-state flow is achieved, Darey’slaw maybe extended to dcscribc the separate flow of each phase (Bear, 1975).

20 This extension introduces the concept of effective permeabilitics, relative pcrmeabilities, and capillary pressure.

21

22

23

24

25

26

27

28

29

For each phase, the absolute permeability of F~uation A-1 is rcplaccd by the effective phase permeability, and

the pressure of Equation A-1 is replaced by the phase pressure. These effective permeabilitics are empirically

determined by pressure drop and flow measurements. Numerous experiments verify the validity of this extension

and suggest that the cffcctivc permeability depends on characteristics of tic rock, the nettability characteristics,

surface tension, the shape of the in[crface separating the phases, and phase saturation. The effective pcrmeabilitics

do not appear to depend on fluid viscosities or their specific (iischargcs (Bear, 1975; Scheidcggcr, 1960). Instead of

using effective permeabilities, it is more convenient to refer to rclafivc pcrmcabilities, which are defined for each

phase as the ratio of the effective phase permeability to the absolute or intrinsic permeability of the medium

(measured when the medium is saturated with a single fluid).

30 A.2.3. Geometry

31 BRACiFLO is developed in terms of a one-, two-or three-dimensional block-centered grid systcm. In general,

32 the three-dimcnsionat numerical methods are normally ba.scdon Cartesian xyz coordinates. The finite difference

33 formulations in BRAGF1.() are sufficiently gcncrat to handle grid block “stretching” (variable grid spacing) in the

34 directions of flow, as well as variable grid thickness or cross-scctionat area in dircctirms normal to flow. In
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addition, the coordinate system may be rotated in three-dimensional space, with respect to the direction of gravit y

resulting in the gcnualized case of gravity components in each of the coordinate directions.

Because of these gcncr~lities, many geometries maybe considcmd. Some of these include the following:

● Cartesian geometry (one-dimcnsionat linear vertical, horizontal, or inclined flow; two-dimcnsionat planar

areal sweep, vertical or inclined flow; three-dimensional flow),

● Cylindrical geometry ([wo-dimensional axisymmetric cylindrhl geometry with axis of symmetry oriented

parallel, normal, or inclined to the direction of gravity),

● Sphcricat symmetry, and

● Non-Cartesian geometry (variable grid thickness and cross-sectional areas normal to flow).

To model in axisymmctric cylindrical geometry or spherical symmetry requires only an external

transformation to obtain the equivalent Cartesian grid block sizes required for BRAGFLO. For example, consider

the two-dimensional convergent flow toward a well in radial coordinates r and z (Figure A-1) (symmetry is

assumed in the angular direction, O).

TF?I.6M2-147S-I

Figure A-1. Schcma[ic representation of an axisymmetric cylindrical model.
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If the coordinate transformations of x(x, z) = r, y(x, z) = 2xr and z(.r, z) = z, then an equivalent Cartesian

system of the cylindrical geometry is defined. In the Cartesian system, flow is in the x and z direc~ions. The

length in the non-flow or symmetric direction, y, varies with x and accounts for the increase in cross-sectional area

(normal to radial flow) with radial dis[ancc from the well. The transformation are justified by the equivalence of

the volume integration in the two coordinate systems. An arbitrary function of r and Z, f(r, Z) is integrated over

the cylindrical eiemcnt vohune as

When the above tmnsfonnations arc defined, Equation A-2 is identical to the integration in Carlcsian coordinates

carried out below:

Zk+l xi+]21V

G= ~ ~ ~g(x, z)dxdydz (A-3)

zk xl 0

Therefore, the conversion from radial geomc[ry to the BRAGFLO Cartesian formulation requires only setting the

mesh width (y) of each grid block equal to the circumference of a circle passing through the center of that grid

block.

The way in which grid block sizes may vary is not arbitrary and depends on restrictions concerning grid block

connectivity and in(crfacc cross-sectimml areas. In BRAGllO, two criteria dclennine valid grid block stretching.

First. grid-block strctchings are confined to certain directions dependent on the dimensionality of the flow. For

example, in one-dimensional flow, the length of all grid blocks (Ax, Ay, and Az) may vary in the direction of

flow. In two-dimensional flow (x and y directions), the length At can vary only in the x-direction while the length

Ay can vary only in the y-direclion. For tbrcc-dimensional flow, the length of the grid blocks can only vary in

the direction of flow coincident to their respective orientations. That is, Ax varies only in x, Ay varies only in y,

and Az = vties only in z. Il)e reasons for these resmictions arise when dctcnnining appropriate averages for flows

across block interfaces, given values evaluated at the centers of adjacent blocks. Secondly, grid block sizes may

vary only in a way that results in a one-to-one connectivity between grid Mocks in each direction starting from

the origin. Grid block s[retchings that violalc only the first criterion may or may not be physically vatid and arc

acceptable by BRACJFLO, although a warning message alerts the user to possible problems. Strctchings that

violate cri[erion two above will not run. The grid p[[ems of Figure A-2 (a, b, and c) depict grid stretching in

one, two, and three dimensions, respectively, which arc consistent with both criteria above.

The reason that some violations of the first criterion above present problems is that they may require

restrictive assumptions concerning the average cross-scc[ional area belween adjacent grid blocks for calculating

interbhck transmissibilities, flow rates, and velocities. The reason violations of the second criterion arc not

acccpmblc is bccausc they are inconsistent with the bookkeeping assumed in BRAGFLO for mapping the

coordinates of the grid blcck centers from their spa[ial positions to their locations in the numerical space.
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Figure A-2. Grid-block stretching for flow in (a) one, (b) two, or (c) three dimensions.
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1 A.2.4 Derivation of Flow Equations

2 The duivalion of the flow cqua[ions begins by consideration of mass conservation in a differential volume

3 clcmcnt. “I_hederivation will initially be prescrucd for one-dimensional compressible flow and then generalized to

4 other dimcnsionalitics. The derivation is gener,alizcd to allow for the cross-sectional area normal to flow to vary

5 in the direction of flow.

6 Consider the mass conservation of a single component in a two-phase systcm about the control volume

7 &picted in Figure A-3.

qr
q

tt

J (X) —

> 1

; y--- -J
-’( >Az (X) I >Az (x+Ax)

I

\

I 1

(x+Ax)

8 ~x

x X+AX

TRW242-2101. O

9 Figure A-3. Control volume for derivation of flow equations.

10 Flow is in the x direction across a length Ax. The cross-sectional area normal to flow varies with x

11 a..A(x) = Ay(x) ● &(x) . ‘1’hcrcfore, the cross-sec[ion ,areas at the left boundary and right boundary are

12 Ay(x) ● Az(x) ,and Ay(.r+ Ax) ● AZ(I + ~) rcspcc[ivdy. The mass flux entering the clcmcnt at the left face is

13 J(x), while the mass flux leaving at the right face is .1(x+ h). Included in the mass balance are terms for mass

14 rate of injection (per unit volume of reservoir) duc to WCM,q, and chemical reaction, qr. We also acknowledge

15 that the density and saturation of the component, as well m the porosity of the reservoir, may change with time.

16 ‘Ilc mass conservation equation simply states that

17 [fate in] - [rate out] + [rate injcctcd] + [rate rcaclcd] = [rate accumulated] (A4)
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1 The rate at which mass enters the element from the left boundary is

3 The rate at which mass exits the element at the right boundary is

4 .l(x+ Ax)o Ay(x+ Ax)o Az(x+ Ar)

5 The rate at which mass is injected or produced by or from a well into the element is

6 q* Ay*Az*ti=q*~o Ax,

7 where ~ is an average value of the productof Ay and Az across the block length Ax, the volume of the block

8 being Ayo Az*Ax.

9 Similarly, the rate at which mass is reaclcd in the element is

10 qr*Ay*&*Ax =qr*~-ti

11 The rate at which mass is accumulated in the element volume is

12 :(j-pq.nx,

13 because ~ ● ~. ~ ● I his the mass contained in the clement. The bars signify an average of the value in the

14 clement. We have assumed that the size of UK!clement does not change with time.

15 The statement of component mxs conservation (F~uation AJI) is writ[en as

16

17

18 Dividing Equation A-5 by Ax gives

19

20
-[~XAYAZ]X+h+[J.AYAZ]X — — — d(ipr)

+ [qL!YAz]+ [qrAyAz] = AYAZ~
Ax

21

22 If wc define a derivative to be

(A-5)

(A-6)

af(x)
23

lim j(x + fir) - j(x)-.
ax h+o Ax’
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1 then in this limi4 the differential form of the component mass conservation equation is

d(.lxAYAz) + ~Ay~ . ~rAy& = AyAzW
2 —

& al
(A-7)

3 where we have noted in the limit as Ax + O that AyAz+ Ay(x)Az(x), ~ + p(x), ~ + $(x), and ~ + S(x).

4

5 Following a ,similar procedure in considering two-dimensional and three-dimensional flow results in lhc

6 following differential forms of the component mass con.scrvation equations:

7 Two-dimensional form:

8

9 llm3C-dimensional form:

10
d(.lx) d(.~y)a(.J.) f3(@ps)

–—– —–~+q+qr =—
l% h. al

(A-8)

(A-9)

11

12 We have generalized to allow tlux in lhc y and z dirccxions, JY and ./z rCSpCctiVelY.

13 If Equations A-7, A-8, and A-9 are compared, the differential componenl mass conservation equations maybe

14 generalized for arbitrary dimensionali[y as follows:

15
a(~ps)

–Voa7+a(q+q,)=a~

16 where cxis a geometric faclor and depends on dimcnsionalit y m follows:

17

18 one dimension: a(x, y, z) = Ay(x)A~(x),

19 two dimensions: a(x, y, z) = AZ(L y),

20 t.hrccdimensions: a(x, y, z) = 1,

~(alx) + ~(a~y)+il(alz)
21 and V ● LZ.7is shorthand for — — —.

ax ay az

(A-1O)

22 It is important to note that, in general, a varies spatially and. [hcrefore, remains inside the above derivative lerms.

23 In two-dimensional flow, .?z is zero, and in one-dimensional flow, both ./Yand .Iz arc zero.
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Equation (A-11) is written for one component. In multicomponent systems, themass ofeach component

must be conserved. This results in multiple conservation equations (one for each component) similar to Equation

A-II.

The development leading up to F~uotion A-11 assumed that the component exists in onc phase because its

mass is assumed equal 10the product @S. We now relax this assumption and write the two mass conservation

equations for a two-phase, two-component systcm in which each component may be distributed between each of

the phases. Such conditions arise when gas dissolves in liquid or liquid vaporizes into gas.

For convenience and generality, the two phases will consist of a wetting and a non-wetting phase denoted by

lowercase w and n, respectively. The two components will M distinguished according to wetting and non-wetting

and denoted by uppercase W and N. Wc recognize that nettability is a characteristic of the phase and not a

component property. “Ile nomenclature “wetting component” is used to indica[cd that this component in general

dominates the wetting phase and similady for the non-welting component.

Component concentrations are required when a phase may consist of more than one component. Define CO

m the mass fraction of the Ith component in the jth phase. Using the above nomenclature, four concentration

terms can be defined for the gencrd two-component, two-phase system: CNW, Cww, CNn, and Cwn. Because all

the mass in a phase must come from the two cornponcn[s, then the component concentrations in each phase are

related as

CNW+CWW ‘1.() ilnd cNfl +cwn ‘]. () (A-n)

With the above concepts and nomcnclnlurc defined, Equation A-10 is applied [o both the welting and non-

welting comfmnents as follows:

Non-wetting component mass balance:

-V ● ~~~ + a(qN + qrN) = a~(@pnSnCNn + ‘$PWSWCNW)

Welting component mass balance:

(A-12)

(A-13)

Comparison of Equations A-12 and A-13 with A-10 shows that aside from the addition of some subscripts, the

major differences come from allowing for the possibility of component mass in the elemcn( volume to be

distributed belween the two phases. For ex,amplc, in the wetting component mms balance (Equation A-13), the

f“st term in the time deriva[ivc, qlp,,,$,C}v,lis the mass of the wetting component distributed to the non-wetting

phase in the clcmcnt volume. lle second Icrm in [hc time derivative, @WSWCIVWis the mass of the wetting

component distributed to the welting phme in the clement volume.
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Derivation of Flow Equations

The compom!nl mass llUX vectors .7N and .7w consist of contributions frOm both phases. The flux can be

expanded and written 10account for these contributions as follows:

~N = CM,Pnq, + CNWPW ‘W (A-14)

.7W= Cw,,p,,z, + CWWPWVW. (A-15)

~n and VWare the superficial velocities for the non-wet[ing and wetting phases, respectively.

So far in this development, no assumptions have been made concerning the velocities or their relationships to

pressure or po[cn[ial. In BRAGFLO, Darcy’s original law, extended to multiphase and multidimensional flow and

accounting for gravity and capillary forces, dales superficial velocities to potential.

As mentioned in Section A.2.2, when two immiscible fluids occupy the pore space, they become separated by

an interface. The curvature and surface tension of this interface produces a pressure difference called the capillary

pressure. This capillary pressure has been experimentally observed to vary with saturation. In BRAGFLO, the

capillary pressure is defined by Equation A-16 as the difference between non-wetting phase pressure and wetting

phase pressure.

Assuming each phase

differenliat frmn becomes

Pc(s,v) = Pn – q“ (A-16)

pressure is p,ar[ially responsible for the flow of only that phase, Darcy’s law in

~,= -:(w) -pngvq (A-17)

VW,= - ~(V~v - pWgVD) , (A-18)

where g is [he gravitational constant of accclcmtion and D is the depth, which may vary spatially with all three

coordinates.

In Equation A-17 and A-18, Kn and Kw are the effective permcabilities to flow for each phase. Unlike the

absolute permeability of a porous medium in D,arcy’soriginal law that is independent of the flowing fluid (except

for gas at low pressures), the effective pernwabili[y depends on the characteristics of the rock and fluid and has

been expuimcnlally observed 10 vary with the Iypc and amount of fluid present (i.e., to vary with saturation).

Ins[cad of effcclive permeability, it is more common to encounter relative pcrmeabilities in the reservoir literature.

The relative pcrmcabilities arc defined as (he ralio of [he effective permeability of a phase to the absolute

permeability (or single Iluid pcnncabilily) of the porous medium.

~,n . %
K

(A-19)
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1 (A-20)

2 The dependence of capillary pressure and relative permeability on fluid saturation is described in more detail in

3 Voiume3, Section2.3.l ofthis report.

4 Substitution ot’ Equations A-14, A-15, A-17, A-18, A-19, and A-20 into A-12 and A-13 results in the two-

5 component mass conservation equations, A-2 1 and A-22.

[
ffyk”’K (v~, - P,,ND) + ~w 1acNwhknvK (Vpw – pwgVD) + a(qN + %N)–v ●

6

= a+[@~,,$lcN,l+@wswcNw ]

7

= a ~ [$@/lsllcw?I+ @WsWcwW]

(A-21)

[

_v. aClv,,p,, ,7,
k K (V?, - p,,gVD) + ~W 1aCWwPwkmK (Vpw – pwgVD) + a(qN + qriY )

P,,

(A-22)

8 Equations A-21 and A-22, along with A-11, A-16, and the phase saturation constraint, Equation A-23, form

9 the syskm of equations solved simullameousiy in BRAGFLC).

10 Sn+s,v=l. o (A-23)

11 The constraint on samralion simply states that all of the pore space volume is occupied by the fluid phases.

12 The absolute perrncabilit y that appears in Equations A-21 and A-23 is directional and may be in general

13 viewed as a second-order tensor. When the Wrmcability of a porous medium depends on direction, the medium is

14 ch,aracterizcd as being ,anisotmpic. In BRACJFI.(), the anisotropic porous medium is assumed to be orthotropic

15 with the three orthogonal axes of the medium being aligned with the three coordinate axes. The off-diagonal

16 elements of lhc permeability kmsor arc zero for an orlhowopic porous medium. The diagonal permcabilities are

17 KX, KY, and Kz. Some pre-processing of permeability data may bc required if the data is taken in directions not ,

18 aligned with the model’s coordinate axes.

19 Assuming the concentrations and all of the physical properties of the fluids and the porous media are defined,

20 the systcm of equations dctines the spatial and temprml variation in the four dependent variables Sn, SW, Pn, and

21 PW.The saturation constraint (Equalion A-23) and the definition of capillary pressure (Equation A-16) are used to

22 eliminate two of the dependent variables.
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1 Theoretically, any lwo of the variables may be eliminated from the syslcm, leaving two primary dependent

2 variables. Some combinations may k numerically more advantageous than others. Selecting both phase

3 pressures as primary dependent variables is not appropriate because saturation would then be obtained from the

4 capillary pressure dependence on saturation, which may not be defined below residual saturations or capillary

5 pressure rndy not uniquely specify a saturation.

6 In BRAGFLO, the primary dependent variables are selected a.. Sn and PW.

7
sn is aligned with the non-wetting

mass conscrvahn partial diffcren[ial equation (Equation A-2 1), while Pw is aligned with Equation A-22.

8 Equation A-23 determines SWfrom Sn, and Equation A-16 is used to obtain Pn once Sw and Pw me known. NO

9 fundamental difference was observed when the primary dependent variables of Pn and SWwere used during simple

10 test problems. Ncvcrfhclcss, the current BRAGFLO formulation assumes Sn and PW as primary dependent

11 variables.

12 A.2.5 Initial and Boundary Conditions

13

14

15

16

17

18

19

20

21

22

23

Sn, Sw, Pn, and PW

Sfrecificalion of boundary and inilial conditions is required to complctc the formulation. Upon examination

of Equations A-21 and A-22, it is evident that they arc second-order with respect to non-wetting phase pressure

(Pn) and wcuing phase pressure ( PW). Thus, two troundary conditions arc required for each phase pressure in each

dimension (two for Pmand P,v in x, two for Pn and p,V in y, and two for Pn and PW in z). BRAGFLO handles

boundary conditions in a way that typifies rcsmvrrir models; tha[ is, tile reservoir of in[crcst in enclosed by a

boundary across which there is no Ilow in (11cdirection normal [o it. Mathematically, these types of conditions

are Neumann bound,ary conditions in which the normal derivative of pressure to the boundary is zero. In

BRAGFLO, this is accomplished by assigning a zero value to fhc normal transmissibilitics along each of the

boundaries for both the gas and brine phases.

24 Through the use of wells, BRAGF1.0 has the capahilily to override the no-flow conditions. By locating

25 pressure-constrained or ilow-constrained fictitious wells along the boumkarics, fixed pressures along fhc bound,ary

26 or non-zero flow into or out of the resuvoir across the boundary can be approximated.

27 No-flow boundary conditions may occur on IWOtypes of boundaries: onc is the physical boundary of the

28 reservoir being modeled; the other is along a line of symmetry. An implicit assumption in the me of no-flow

29 boundaries is that the hound,aries ,am located far enough away from the wells or other regions of interest that fhc

30 boundaries exert negligible influence on the flow hchavior in the reservoir over the duration of simulation time.

31 A nulnbcr of variables and properties must he spccifkd at time t = O. These initial conditions consist OE (1)

32 the two dcpcndcnt variables afignut wi[h Equa[ion A-21 und Equa[ion A-22 ( S,, and PW), (2) the reservoir

33 properties of porosity and the dircclionat pcnncabililics, and (3) the concentrations of metat and cellulose. These

34 variab]cs must be specilicd throughout [hc simulation volume and along the boundaries. All ofhcr material

35 propmtics (f-luid and reservoir properties) mus[ also bc spccificd; however, properties such as relative
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1 permeabilities, capillary pressures, densities, viscosities, dissolved gas, etc., are functions of the previously

2 specified dependent variables and arc calculated in BRAGFLO.

3 A.2.6 Numerical Solution Techniques

4

5

6

7

8

9

10
11
12

13

The numerical techniques in the BRAGFLO flow model are based on a fully implicit finite difference

representation of the nonlinear conservation equalions. In implicit methods, the dependent variable at a particular

location is evaluated as a function of the current values of its neighbors and the current value of any coefficients.

In explicit methods, current values of [he dependent variables are evaluated as a function of previously determined

(or past-dated) values of dependent variables and coefficients. Implicit methods are inherently more numerically

stable compared 10 their explicit or hybrid (IMPES) counterparts (Fanchi et al., 1982; Carnahan et al., 1969;

Smith, 1965). The penalty for this increased stability is the increased computational effort associated with the

simultaneous solution of the resulling finite diflcrcnce analogs of the conservation equations at each grid block

ccmcr. A complete discussion of numerical solution techniques is provided in the 1991 performance assessment

documentation (see Section 5.2 of WIPP PA Division, 1991).

14 A.2.7 Benchmark Results

15 BRAGFLO has been benchmarked against two other multiphase reservoir codes (BOAST H and TOUGI I).

16 The results of four one-dimensional, radial hcnchm,arks (with/without dissolved gas and with/without gas

17 generation) showed excellent agreement among the three codes. Benchmark results arc provided in the 1991

18 performance assessment documenkl[icm (see Seclion 5.2.2.3 of WIPP PA Division, 1991).

19 A.2.8 Postprocessing

20 BRAGFLO output has in the past consisted solely of various distributions—pressures, saturations,

21 in[erblock, flows, etc. I Iowcver, detailed analyses of the resuhs, such as those discussed in the RCRA report

22 (WIPP PA Department, 1992) and the 1991 sensitivity analysis report (Hellon et al., 1992), require more detailed

23 output. Examples include cxlents of gas flow in p,articul,arregions (such an the anhydrite layers) and especially

24 numerous inlegrakxt quan[i[ies, such a.s integrakxl flows up intrusion borcholcs or flows through drift or shaft

25 seals.

26

27

28

29

30

31

32

33

Last year, these in[cgrations and summary Iypes of calculations were done cxtemally to BRAGFLO using

CAMCON postprocessing tools, in particular, ALGEBRA. However, the postprocessors can deal only with data

in the BRAGFLO output files. Because the quantity of output from BRACWLOcan be vast, results are generally

printed out only every 15 or 20 time steps. For most purpo.scs, this provides an adequate amount of detail.

However, some of the integrations are done on quantities that can vary extremely rapidly. I:or example, the rate of

brine flow up an intrusion h)rcholc can sometimes he very high immediately following the intrusion, but last for

only a few time steps. Assuming (hal (Iw high rate lasts for 15 or 20 steps, rather than just two steps, can

seriously ovcrcstimalc lhc quan(ily of brine tha[ flowed up the borchole in thal time period.
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Postprocessing

1 This shortcoming was corrcc[cd in 1992 by performing these integrations intcmally to BRAGFLO. All

2 integrations and summary statistics used in detailed analysis of BRACWLOoutput are now calculated at each step

3 of a performance calculation. Thus, these results are as accurate as the fundamental solution quantities calculated

4 in BRAGFLO (brine pressures and gas saturations). No additional errors are introduced by postprocessing partial

I 5 results.

6

7

8

9

10

11

12

13

A drawback to performing these integrations intcmal]y to BRAGFLO is that portions of the code become

mesh specific. In order to in[egratc Ilows up an intrusion borehole, for example, the location of the borcholc

must be “hardwired” into the code. In addition, quantities that arc of interest in one mesh do not even exist in

another mesh because the conceptual model differs. To progr,am the integration and summary calculations to be

completely general to cnahlc it to perform on any mesh is not feasible under the PA time constraints. Thus,

multiple versions of BRAGFLO currently are used, each one differing only in the number and type of output

summary calculations that are done for the particular mesh and conceptual model being used. AH other intcmal

workings of the different versions are identical.

14 A.3 Waste Mobilization (PANEL)

15

16

17

18

19

20

21

22

PANEL’s wustc mobilin[ion model mathcmaticall y computes the radionuclide concentrations in the brine

that result from the was[c mixing with the brine. This model msumcs that the concentrations of all species are

uniform through the waste room, that the cenccntrations of all species are always in equilibrium, and that

volubility limits for a given clcmcnt are allocated among its isotopes on the basis of relative abundance.

Radioactive decay bawd on the Batcman equations (Section 7.1 of this volume; WIPP PA Division 1991, Section

7.2.3) is also taken into consideration. A comple[e description of the waste mobilization model is provided in the

PANEL discussions found in Volumc 3 of this report (Section 1.4.4) and in the 1991 performance assessment

documentation (SCCScclion 5.3.2 of W11’1’PA Division, 1991).
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APPENDIX B: SANCHO

B.1 Overview
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SAIW 10 is a special purpose, finilc-clcmen[ computer program developed at Sandia National Laboratories to

solve problems of the quasistatic, Iargc-deforrnation, inelastic response of two-dimensional (i.e., planar or

axisymmetric) solids (Stone ct al., 1985). This program numerically solves the general, nonlinear partird

differential equations that govern relaxation to equilibrium bctwccn stresses and applied loads in a solid body.

Because the general equations are an umtcrdctcnnined system, they must be supplemented with constitutive

equations for up to three optional material models: a finite strain, clas[ic-plas[ic strain-hardening model; a

volumetric plasticity model; and a mct,allic creep model. The material models actually used in the 1992 series of

PA calculations arc dcscribcd in Sccticm 1.4.7 of Volume 3.

SANCIIO uscs a Ilni[c-element mc[hmt to ob[ain a numerical solution; the elements are bilinear,

isoparamctric quadrilatcmls with constant bulk strain. The solution strategy for obtaining equilibrium includes the

use of an iterative schcmc designed around a self-adaptive, dynamic relaxation atgorithm; the iterative scheme is

an explicit, central-difference, pseudo-time integration with artificial damping. Because the schcmc is explicit, no

stifticss matrix is formed or factored — a fcamrc that can reduce computer storage requirements.

B.2 Summary of Theory and Fundamental Equations

The theory underlying SANCHO is that of the motion of point-like particles that are imbeddcd within a solid

body V, which occupies a region of three-dimensional space and is subject to deformation under the influence of

prescribed budy and surface forces. These p,artichx usually occupy the comers or centers of elements of a mesh

that is placed over the volume Vat the time (f = O) that deformation begins; the configuration at this time is

called the reference configural ion and the position of a particle is specified by its vector of material coordinates,

X. In the reference configuration, the solid body is assumed to be strain free, though not necessarily stress free.

As time incrcascs and the body deforms, the par[iclcs move with the material along trajectories denoted by

.x= g(x, f). (B-1)

lle veclor function ~ describes the mo[ion of a p,arlicle that skwts at X at 1= O;clearly

Lg(x,o )=x.

It is the vector function ~ that is the basic ctepcndcnt variable in problems of this kind because knowledge of it

permits graphic visualization of [hc change in shape of the deforming body. For purposes of computing the

dynamics of dcfornmtion, however, it is more convenient to view the flow of the particles through threc-

dimensional space as though they were imbcddcd in a continuous fluid moving with a velocity field,
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1 v= :<(x,t) = q(x,f), (B-2)

2 defined for 120 and uny point x ● R 3 (note tha[ x is now an arbitrary point in space); this is called the Eulerian

3 point of view.

4 The 13ulerian point of view permits the calculation of the true acceleration of an clement of mass that is

5 instantaneously located at x: from (B- 1) and (B-2) and the chain rule of calculus, it is seen that the true

6 acceleration is just the material derivative of V,

~=~+vevv
7

dt at
(B-3)

8 The fundamental equation governing the deformation of the solid body V follows by application of Newton’s Laws

9 of Motion to an arbitrary clcmcnt of mass in volume V (see Malvcm, 1969 Section 5.3):

10 p~=V. T+pb (B4)

11 where

12 p = mass density (kg/m3)

13
(’ 2,

T = the Canchy stress kmsor Lghn. s

14 b = sum of specific body forces (i.e., forces per unit mass: usually, gravity; m/s2).

15 ‘rhc mass density must also satisfy the continuity cqualion:

16
(ip
~=.pv. v (B-5)

17 SAFKWO was actuatly designed to solve the equilibrium equations associated with (B-4) and (B-5), Le., the

18 dynamical equations that apply when Ivl and (he time rate-of-change of density arc small or zero [but in numerical

19 pmctice a “quasistiitic” approximation is employed that requires the re-introduction of artificial time derivatives

20 having much the same form as the lcfl-hand sides of (B-4) and (B-5)]. The quasistatic approximation to the

21 equations of motion takes the form (Sionc et al., 1985)

22 VeT+pb=O, (B%)

23 and allows for three kinds of boundary conditions:

24 1. Jump condition at a contact discontinuity dctined by some internal surface SO;this condition requires that

25
(T+-T-)”n~=” O“sO

(B-7)
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1

2
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where no is the outward unit normal on SO,and lhe (+) and (-) signs on the s(ress tensors signify respectively

values laken on Ihc oukx and inner sides of S0.

2. Traction bound,ary conditions cm some external surface .S1,of tie form

Toni = S(t) on S1

where n, is tie outward unit normal on S1, and S(l) is a prescribed vector funclion of time,

3. Displacemcnl boundary conditions on some e-uernul surface S2;

&(X,/) = k(t) m S2

where k([) is a prescribed vector funclion of [imc.

(B-8)

(B-9)

Taken alone., equations (B-6) and the boundary crmditions (B-7) through (B-9) obviously do not dctcrminc

stress distributions. In tie two-dimensional geometries of (11cSANCHO code, (11cstress tensor has three

imlcpendent cornponcnts; in malrix nolation,

()(11 llz
T= ‘h

[,71 122
, W[t llz = tzl ,

and so onc more relation is needed in order to m,akc a determinate systcm of equations. The conslitulive

equulions or tile slrcss-sunin relations Mining the na(ure of @ material under consideration arc usually chosen in

a way Ihat supplies the required, addition rcla[ionships (nole, however, that the form of tic constitutive equations

may vary in space because diffcrcn[ kinds of ma[crials may occupy different parts of the solid body V).

The cons(i[utivc cqualions in SANCHO tareusually expressed as ordinary differential equations (ODES) for tie

components of tile stress tensor or the components of the devia[oric slress tensor,

T’=T-cJl=T+pl (B-lo)

where o denotes the mean normal stress and p is tie mean normal pressure. For examples of tie ODES

governing ma[eriai models used in lhe 1992 PA calculations, see Section 1.4.7 of Volume 3.
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APPENDIX C: SECO FLOW AND TRANSPORT MODEL

2 C.1 Flow

3

4

5

6

7

8

9

10

11

12

SECO_2DH calculates single-phmc Darcy flow for groundwater flow problems in two dimensions. The

formulation is based on a single partial differential cqualion for a hydraulic head using fully implicit time

diffcrencing. Both confined and uncontincd aquifer conditions m simulated. The flow is solved in both a regional

and a local grid, each of which is defined independently of the grid that defines the aquifer properties. A semi-

coarsening mukigrid solvers is used to increase solution efticicncy for large array dimensions. High-order accuracy

particle tracking is available for both grids. The codes are written in DEC VMS FORTRAN. The codes are

designed specifically for execution on VAX computers operating under the VMS operating system. The guiding

philosophy for the SECO codes is to m,akcthe prohlcm dctinition convenient and 10facilitate as much as possible

the running of grid-convcrgcncc tests and Iocal-area simulations within the larger regional-area simulation. The

codes are particularly WCIIsuited for testing ahcrnative conceptual models for flow and transport.

13 C.1.1 Governing Equation

14 SECO_2DH simulates groundwater flow at regionaf and local scales within the Culebra Dolomite by solving

15 the following partial differential equation in IWOdimensions (x,y) in [imc (1) for potentiomctric head, h:

16
S,r~=V*(KVh)-W

(c-1)

17 where K is the (tensor) hydraulic conductivity, S$ is the specific storage of the porous material (the Culcbra), t is

18 time, and W is a volumetric flux (out of the Culcbra) per unit volume of formation (used to simulate wells or

19 redargc). The principal axes of K must be aligned along the coordinate directions x and y. S$, K, and W may be

20 functions of (x, y, t). For a derivation of this equation from Duty’s flow and the equation of mass conservation,

21 see McDonafd and Harbaugh ( 1988).

22 C.1.2 Discretization and Solvers

23

24

25

26

27

28

29

30

J33uationC-1 (or [hc steady-state version with dh/d( = O) is discrctizcd using standard second-order differences

in space and first-order backward (fulfy implicit) differences in time (McDonald and Harbaugh, 1988; Roache,

1976). The fully implicit time differencing produces unconditional stability for this linear equation, but requires

solution of an elliptic equation at each time step. In MODFLOW and other common groundwater hydrology

codes, this linear, elliptic equation is solved by cilher the two-fine successive over-relaxation (SOR) iterative

method or by a direct solver. The direct sofver is not considered to be pmctical for realistic grids (sufficiently fine

resolution), being excessively sensitive 10compu[cr round-off error (especially on VAX-CIMScompu[crs) and very

slow. In SECO_2DH, the solver opti(ms am point SOR, (single) Iinc SOR (e.g., see Roachc, 1976), and the
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1 semi-coarsening multigrid solver MCISS2, which was developed at Ecodynamics (personal communication with P.

2 Knapp, Ecodynamics Research Associa[cs, Albuquerque, NM).

3 The semi-coarsening mulligrid solver (MGSS2) is the default option. For very coarse resolution (e.g., a 6x 6

4 grid that might be used for development of code enhancemcnls), the point SOR solver is fastest. However,

5 MGSS2 results in significantly increased efficiency for problems with fine resolution and strongly varying

6 conductance (due to eilher hydraulic conductivity variations or highly stretched grids). Further, the MGSS2 solver

7 does not require that the user esdmate an optimum relaxation factor, as SOR solvers do.

8 C.1.3 Block-Centered Discretization

9 SECO_2DH has been written with an option flag called MAC [o select either the most common block-

10 centered discmtization (MAC= 1), with Ihe cell edge coincident with the aquifer edge, or node-centered disctetization

11 (MAC=O), with the cell center (or node) on the aquifer edge. Unless required by a specific study, the default cell

12 configuration is MAC= 1. This configuration clearly more accurately hcatcs the aquifer edge for both Dirichlc(

13 (fixed-head) and Neumann (fixed-gradient) boundary conditions. For QA purposes, MAC=O is unsupported in

14 sEco_2DH.

15 C.1.4 Problem Decoupling

16

17

18

19

20

21

22

23

24

25

26

To make the problem definition convenient and to facilitate the running of grid convergence tests and local-

area simulations within the Iargcr regional-area simulation, the problem definition is decoupled from the

computational grid. The aquifer properties ,arc defined on a discrete data base that can be independent of the

computational grids. A sequence of grid solutions does not require tic user to dctinc aquifer properties point by

point in each cornpu[ational grid; likewise, the regionat computational grid is decoupled from the local

computational grid, both in space and time. A number of parameters, including the boundaries of the

computational regions, the spatial increments (ccI1 sizes), the simulation times, and the time steps, are all

decoupled in both space and time. The only requirement is that the local grid-problem domain of definition must

lie within the regionat grid-problem domain of definition. Likewise, definition of boundary conditions (types and

values) and WCIIS(locations and pumping schedules) ,aredecoupled from the computational grid and are defined in

the continuum.

27 C.2 Transport

28 SECO_TP uses a total variational diminishing (TVD) scheme to solve the two-dimensional radionuclidc

29 transport equation in a fractured porous medium (Sal,ari et al., 1992). The TVD scheme employed by SECO_TP

30 uses three-level time differcncing and directional splilling 10improve accuracy and execution time.

31 An overview theoretical devclopmcn[ of SECO_TP that follows has been extracted from Salari et al. (1992).

32 A more detailed explanation is availahlc from Salari ct al. (1992) and the work cited below.
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Transport
Governing Equation

1 C.2.1 Governing Equation

2 The relevant partial differential equation contains advcction, dispersion, absorption, source, and decay terms.

3 The radionuclide transport problem consists of N species equations, k = 1,..., N:

4

5

6

7

8

9

10

11

12

13

ackv ●IDVC~ - Vc’k] = +Rk ~f—+@?@#k ‘@Rk_l~k_lCk_l –@~k ‘rk, (c-2)

where the dependent variables are Ck, the conccntra[ion of the kth radionuclide. Physical parameters include

D(,r, [), a 2x 2 hydrodynamic dispersion kmsor (velocity-dependent); V(x), the Darcy velocity; Q(x), the fracture

porosily; Rk, the retardation coefficient; ~k, the species decay constant; and ~k, the concentration of the kth

injected radionuclide. The WCIIinjcc[ion rate is Q. Dctai]cd physicaf descriptions of these terms can be found in

Huyakorn and Pindcr (1983) and Bc,arand Bachmat (1990). A dual-continuum model requires the additional source

term rk to represent the flux duc to the exchange of contaminant between the fracture and matrix domain.

Fracture [low (single-porosity) and frac[urc/mNrix-ffow (dual-porosity) versions of Equation C-2 are presented and

discussed in detail in Volume 3 of (his rcporl (Scc[ion 1.4.6). “Ile N equations are linear and sequentially coupled.

14 A generaf Robin boundary condition is assumed:

15
ac~

c(c~ +(3-=
h y

(c-3)

16 on a planar rcccmgular domain ~. For various choices of et(x), ~(x), and y(x), one may obtain Dirichlet,

17 Neumann, or C,auchy boundary conditions on diffcrcn[ por[ions of the bound.ay. The flow tickf is obtained from

18 sEco_2Dl”I.

19 The two-dimensional governing equation is solved using an approximate factorization (Fletcher, 1988) with

20 an implicit frcatment of boundary conditions. The convective terms are modeled by TVD (Yee, 1987) and the

21 remaining terms by central diffcrencing. Solulion of the govcmirrg equation is explained in detail in Salari et af.

22 (1992).

23 C.2.2 Code Verification

24 The SECO_TP code has been applied to test problcrns and is shown to be accurate for bolh high and low

25 mesh Peclct numbers. Sf3CO_TP hm been verified for temporal and spatial accumcy using the following unsteady

26 equation and its solu[ion, with V = ui:

(c+
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Appendix C: SECO Flow and Transport Model

where

g(x,y,t) = (X–W)* + y*,

and 0< x <1, 0< y <1. ‘~hc initial condition is given by

[11 ~+fl
C(X, Y,O) = —

12u aL aT

The exact solution 10Equation C-4 is

C(x, v,[)=
d(x~:)’+a

Because the computational domain is finite, the Dirichlct boundary

obtained from the exact solution.

(c-5)

(c-6)

conditions are time dependent and may be

Table C-1 prescnls the compulcd solution to F~uation C-4 at time = 25 for four different grid sizes and time

sleps. The magnitude of the coefficicn[s are u = 0.1, a~ = 0.1, and aT = 0.1. Examination of the ratio of root

mean squ,arc(RMS) of errors shows that the overall solution is second-order accurate in time and space.

The SECO_lT code has also been benchmnrkcd against exact transport solutions in Javandel ct al. (1984),

Tang ct al. (1981), and Knupp and Salari (1992).

Table C-1. Convergence Results, Uniform Grid

Size Ax Ay RMS RMS Ratio

20X 20 0.05 0.25 7.6~7~-3

40X40 0.025 0.125 1.954E-3 3.94

80x 80 0.0125 0.0625 4.921 ~~ 3.97

160X 160 0.00625 0.03125 1.234E-4 3.99

15
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1 APPENDIX D: CULEBRA TRANSMISSIVITY FIELD SIMULATIONS

2 The information presented in this appendix is extracted from LaVcnuc and Ram,aRao (1992).
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D.1 Background

Efforts to incorporate uncerminty in the Culcbra transmissivity field into PA calculations have been

somewhat evolutionary. In the 1990 PA calculations, the Culcbra was divided into seven zones or regions. A

mean transmissivity value and an associated standard deviation was assigned to each zone. By sampling from the

distributions associated with each zone, mulliple realizations of zonal transmissivity values wc.re subsequently

used as input to the flow and transport calculations. Although computationally clegantj the specification of zones

significantly rcduccs the spaliat variability within a given realization because each zone has a constant value. In

addition, Iargc differences in the values assigned 10each zone in a given rcalimtion may occur generating severe

step changes in the permeability ticld.

In an effort to improve the transmissivity field used in the 1991 PA calculations, conditional simulations

(CS) of Cuk%ra Iransmissivily tick-k were produced by conditioning upon the observed transmissivity values and

the pilot points which were added in the LaVenuc et al. (1990) model. The CS transmissivit y fields were then

USC(Iin a groundwaler flow model (WIPP PA Division, 1991). The boundary conditions necessary to rcducc the

differences between the ob.servedand calculated steady-stak! heads were then determined. Those nxdizations that did

not meet a minimum error criteria were not considered adequate and were discarded This work resulted in over 60

conditional simulations thal bad acceptable fits to the observed steady-state freshwater heads. These 60 fields were

subsequently used in the calculations by sampling on a uniformly distributed variable assigned to each CS field

(WIPP PA Division, 1991). The differences between each realization is depicted by a groundwater travel-time

cumulative-distribution function, where travel Iimcs mngc from approximately 10,000 years to 30,000 years.

These travel times arc used as an intcmal diagnostic measure in the generation of CS transmissivity ficlrls. Travel

times used in the calculation of Environmental protection Agency (EPA) normalized releases of radionuclides to

the accessible environment arc calculated using the CS transmissivity fields and the SECO flow and transport

codes.

In March of 1991, a gcos~ltistics/stochastic-hydrology expert panel (GXG) was convened to provide guidance

for adequately incorporating the unccrminty of the Culcbra transmissivity field into the PA calculations. After

reviewing the previous work, the CTXGhad several concerns regarding the approach taken in LaVenue ct al.

(1990). One of the principal conccms raised by the GXG panel members related to the subjectivity inherent in the

manual calibration approach. l% exarnplc, the model was calibrated in a piccewise fashion by sequentially

selecting rcgirms to be catibm[ed, ins[cad of calibrating [he whole model area at the same rime. The model was

sequentially ca]ibra[cd in the northwest (upgradicnt) region, southwest region, southcm region, and central region

or WIPP-site boundary area. As mcnlioncd in the 1990 study, the regions upgradicnt and downgradicnt from the

WIPP-site area were calibrated prior to making any changes within the WIPP-site boundary. This approach was

employed in order to reproduce! the regional hydraulic gradients across the northcm and southern WIPP-site

boumkrrics; il is analogous 10producing a regional flow model to provide boundary conditions for a local scale
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model. ‘f’heGXG panel wondered whether there would be any major differences in the calibmted transmissivity

ticld had the entire model area been calibrated at the same time.

Several recommendations were proposed by the GXG panel members ‘and,aredescribed in detail in Gallcgos

(1992). One of their recommendations included repealing the modeling performed by LaVcnuc ct al. (1990),

which included steady-state and transient model calibration, numerous times. However, instead of simply kriging

the transmissivities, conditional simulations would be generated and subsequently calibrated. The conditional

simulations would allow for different trmsrnissivity fields (o be used as the initial fields for the model. These

fields would initially be conditioned on the observed transmissivity data only. Subsequent model calibration

would then condition each of Ihe comti[ionatly simulated fields to the observed steady-state and transient heads.

Because the GXG panel also expressed concerns regarding the m,anual assignment of transmissivities to the pilot

points, the approach used in LaVenue e[ al. (1990) was also enhanced to include optimization routines that were

needed to assign transmissivity values to the pilot points once their location was .sclectcd.

The present study addresses the uncertainty in the travel time by embedding the problem in a probabilistic

framework. The true tmnsmissivity distribution at the WIPP sile is conceptualized to be one realization of a

stochastic process. Accordingly, a large number of realizations of this stochastic process, which arc very plausible

versions of the true transmissivity at the WIPP site, are generated. This ensemble of realizations is thus used

with the groundwater flow model 10generate an ensemble of the corresponding travel times. The distribution of

the travel times provides an understanding of the uncertainty. While several statistical measures can be used to

quantify the uncertainty, a complimentary cumula[ivc distribution function (CCDF) is commonly used for a

graphical display of the uncwtainty in u’avel time.

his appendix describes lhc methodology of this ncw approach as it is used in the Culcbra systcm. (A more

complete explanation of this new approach and its application is provided in LaVcnue and RamaRao [1992 ].)

Seventy calibrated conditionally simulahxt (CCS) transmissivi(y tickls were produced using this approach; these

fields are discussed in Stxtion 2.6.3 of Volume 3 of this report and are presented in Appendix C of Volume 3 of

this report.

D.2 Overview of Methodology

The solution nwthodology involves the gcncra[ion of a large number of random transmissivi(y fields, each of

which is in close agreement with all the measured data al (11cWIPP site. The coltected data at the WIPI> site is

comprised of (1) t.ransmissivity measurements, and (2) pressure measurements (both steady state and transient

sta[c). Conformity bclwcen a random transmissivity field and the measured data is achieved in stages, as described

below. Figure D-1 presents an overview of the diffcrcn[ steps in this study.
.

First, unconditional simulations of the WIPP transmissivi[y fields arc gencralcd. These are random fields,

having the same sla[is[icat momcn(s (Ihc mean and [he variance) and the same spatial correlation structure, as

indicated by [11(!transmissivi[y nwasuremcnts. (These fields need not, however, match the measured

tmnsmissivities at the loca[ion of their mcasuremcn!s.)
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1 These transmissivity fields arc then conditioned, so that they honor exactly the measured transmissivities at

2 the locations of their measurements. The rcsuhing fields are called conditional simulations of the transmissivity

3 fields.

4 The conditional simulations of transmissivity field are then further conditioned, such that the pressures

5 computed by the gmundwater flow model (both steady and transient state) agree closely with the measured

6 pressures, in a least-square sense. This pha.sc is known as calibration or the solution of inverse problem, and

7 accoun~s for a large part of the time and effort in this study. When the calibration is completed, one obtains a

8 random transmissivity field that is in conformity with all the data at the WIPP site, and may therefore be regarded

9 as a plausible version of the true distribution of transmissivity at the WIPP site.

10 In this study model calibmtion is done by an indirect approach. An objective function is defined as the

11 weighkxt sum of the .squarcddeviations between the model computed pressures and the observed pressures, with the

12 summation being extended in the spalial and temporal domain where pressure measurements are taken. The

13 classical formulation of the calibration then requires the minimization of the objeclive function, subject to the

14 constraints of the grotrndwater flow equations in the steady and transient state. This approach is implemented by

15 iteratively adjusting the transmissivity distribution until the objective function is reduced to a prescribed

16 minimum value.

17 A common approach 10calibration consists in dividing the model domain into a fcw zones, in each of which

18 the transmissivity is treated as constant. The transmissivities in the different zones constitute the parameters to be

19 adjusted in the optimization process. Clearly, the delineation of zones is a subjective process and does affect the

20 results of the calibration. Thus, il may become necessary to consider several alternative zonation patterns for

21 calibration. Aiso, in this approach, uniform transmissivitics are assigned to each zone. This representation may

22 be considc~d as inadequate, particularly while addressing the issues of spatial variability (within a zone).

23

24

25

26

27

28

29

30

31

32

To avoid the above difficulties of the zona[ion approach, an approach using pilot points as parameters is

adopted here. A pilot point is a synthetic transmissivity data point, that is added to an existing measured

transmissivi[y data set during the course of calibration. A pilot-point is defined by its spatial location and by the

transmissivity value assigned to it. After a pilot point is added to the transmissivity data set, the augmented data

set is used to obtain kriged or conditionally simulated transmissivity fields, for a subsequent itemtion in

calibration. With the addition of a pilot point, the transmissivity distribution in the neighborhood of the pilot

point gets modified with dominant modifications being closer to the pilot-point location. The modifications in

the different grid blocks are dctcrrnined by kriging weights and are not uniform (as in the zonation approach).

Conceptually, a pilot point may be viewed as a simple model m effect realistic modifications of transmissivity in

a large region of the model.

33 A coupled kriging-and-adjoint sensitivity analysis is used for the location of the pilot point; optimization

34 algorithms arc used for assigning the transmissivity of a pilot point. Thus, the pilot-point approach to calibration

35 has been rcn(lcred objcc(ive, a fcalure considered very desirable for the WIPP site. Further, a multistage approach

36 has been used in implementing this methodology. This aspect bears similwity to the dynamic programming

37 method of optimization.
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Code Development: An Overview

1 D.3 Code Development: An Overview

2 A comprehensive code package has been ascmbled using many of the codes already developed and frequently

3 used in groundwatcr flow simulations. They arc listed below. For details of the theory and application of these

4 codes, the following references tiled may be consulted:

5 ● TUBA, unconditional simulation of transmissivity Iicld (Zimmerman and Wilson, 1990),

6 ● AKRIP, generalized kriging (Kafrit.sasand Bras, 1981),

7 ● SWIIT H, modeling pressures (steady and transient state) (Reeves et al., 1986&b,c)

8 ● GRASP II, adjoint sensitivity analysis (steady and transient state) (Wilson ct al., 1986; RamaRao and

9 Reeves, 1990), and

10 ● STLINE, groundwater travel dnw and travel paths (Inters, Inc., 1989).

11 In addition to using the above codes, the following new codes have been developed in the present task. The

12 details of the ncw codes are provided in LaVcnue and RmaRao (1992).

13 . MAIN-drives the different modules

14 ● CONS IM—gencrales conditional simulations of transmissivity from the unconditional simulations of

15 tfansmissivily

16 ● PILOTL—locates the pilot points based on sensitivity analysis

17 ● PARl?S1-&ssigns the pilot point transmissivities by minimization of a least square objective function

18 D.4 Simulated Transmissivities

19 In the earlier modeling efforts for WIPP (LaVenuc ct al., 1990), kriging has been employed to address the

20 issue of spatial variability in transmissivity. In an effort where only onc calibrated field is to be produced, kriging

21 becomes an obvious choice. Kriging provides optimal estimate of the transmissivity at a point, thereby

22 necessarily smoothing out the true variability bc[wcen measurement points. On the contrary, simulated values

23 reproduce the fluctuation paltems in transmissivity, which may lead to extreme values in travel times. Thus,

24 simulated fields are useful to resolve the residual uncertainly not addressed by kriging.
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Appendix D: Culebra Transmissivity Field Simulations

D.4.1 Unconditional Simulation

An unconditional simulation of transmissivity field is a random field having the same statistical moments

(mean and variance) and the same spatial correlation structure as indicated by the measured transmissivities in the

field. An unconditionally simulated transmissivity field is said to be isomorphic with the true field, and is

independent of the true field. The following methods have been used earlier in groundwatcr hydrology for

generating unconditional simulations:

●

●

●

●

nearest neighbor method (Smith and Schwartz, 1981; Smith and Freeze, 1979),

matrix decomposition,

multidimensional s~ctral analysis (Shinozuka and Jan, 1972; Mejia and Rodriguez-h-be, 1974), and

turning bands method (Mathcron, 1971, 1973; Mantoglou and Wilson, 1982; Zimmerman and Wilson,

1990).

In this study, the turning bands method has been used. It is an extremely fast and efficient algorithm and the code

TUBA to implement this, is available in public domain.

A two-dimensional (or a three-dimensional) stochastic process is generated in this method by the summation

of a series of equivalent one-dimensional processes. Figure D-2 shows a definition sketch taken from Mantoglou

and Wilson (1982). The region P shows a grid of points at each of which the two-dimensional field is to be

generated. In particular, consider a point N in the grid where the two-(timcnsional field [Z~(N)] is to be simulated.

Consider a particular Iinc i, tile Icnglh along which, from the origin O, is measured by ~i. This line is

divided into a number of intervals (bands), of length A~i, in each of which the one-dimensional process Zi is

computed. Let Ni be the projection of the point N onto the line i. Let Zi (~i ) be the one-dimensional prows in

the band containing Ni. Then the two-dimensional process [Z~(N)] is obtained by summing the contributions

from the different lines, by the relation

~zi(L.Ni)

Z.!(N)= ‘=1
d’

(D-1)

where L.is the number of lines selected. Usually L.is bctwccn 16 and 20.

LaVenue et al. (1990) analyzed the WIPP tmnsmissivit y data and identified the spatial structure of the two-

dimcnsional transmissivity tichl. They modchxt it as an isotropic process and as an intrinsic random function of

order zero (IRF-0), with the gcncralkzcd covari,ance function (GCF) given by
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Figure D-2. Schcma[ic rcprcsenullion of the field and turning bands Iincs (Manloglou and Wilson, 1982).
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k2(r)= -aor (GCF)

r = a radial distance

u. = a constant

The subscript 2 denotes a two-dimensional process.

If kl (r) is the GCF for an equivalent one-dimensional process,

The

process.

()kl(r)=– ~ aor.

(D-2)

(D-3)

Weiner-Levy process is known to be an IRF-O process and is accordingly used to generate the line

The relevant equations are given below.

where W(c) is the Weiner-Levy Process.

w(o) = o

(l)+

(D-5)

fl(q = ++,;],

ml

.g=@iTL

where (1(~) is a uniformly distributed random variable.

D.4.2 Conditional Simulation

An unconditionally simulated transmissivity field, which is made to honor exactly the measured

transmissivity at the locations of the measurcmems, is called a conditionally simulalcd transmissivity fickl. The

procedure of conditioning is described below.

Let Z(x) be the true value (not known) of the field at a point x. One may decompose Z(x) as below:

z(x) = zo~(x)+[z(x)- zo~(x)], (

D-1o

(D-8)

(D-9)



1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

Simulated Transmissivities
Conditional Simulation

where Zok(x) is the krigcd estimate of Z, at x, based on the observed values of Z at the locations of the

observations.

Here, [Z(x) – ZOk(x)] is a true kriging error and is unknown, since the true value of Z(x) is unknown. It is

possible to simulate this error.

Using the unconditionally simulated values (ZW) at the locations of the observations (not the actual

observations), a kriged field (Z,Jk) is gcncratcd. Onc may write, using a similar (lccomposition as above,

Zuc(x) = z,~(x)+[zuc(x)- z~(x)] (D-lo)

where [Zuc (I) – Zuk (x)] is ,also a kriging error, and is known and may be called a simulated kriging error. This

emor is isomorphic with the true kriging error. More importantly, this error is independent of the kriged values:

EIZOk(~)t {Zl, c(y)- Z,,k(y)}] = O for all .r,y (D-11)

Substituting the known simulated kriging error for the true but unknown kriging error, in Equation D-9, one

Obtains:

z(x) = ZOJJX)+[Z,U(I)- Z1,J,(X)] (D-12)

EquationD-12 clarilics the conditioning step as one of adding of simulated kriging error on a kriged field

using the measured data. ‘Ilis step involves kriging twice, once with the measured transmissivities and another

time with the unconditionally simulalcd transmissivities, both at the location of the observations. The

superposition of the three different transmissivily fields is graphically illustrated in Figure D-3.

The (average) transmissivity of each grid block is obtained here, using Gaussian quadrature. A 2x 2 Gauss

point scheme is used for quadrdlure in each grid block.

The conditional simulations constitute the most important input 10 the groundwater flow model. It is useful

to apprccialc the following properties of a conditional simulation (CS):

1. The CS field honors the measured values exactly at the measurement locations. This

follows from the fact the kriging is an exact interpolator, so that the simulated kriging error is zero at

mcasurcmcnt locations and, further, the krigcd value from obscrvaticms (Zok ) reduces to the measured

value, for the same reason.
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~igure D-3. CImli(ional and unconditional simulation: relationships.
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2. The CS field has the same spatial correlation structure as indicated by the measured

data. This follows from an or[hogonalit y property of the kriging crmrs (Equation D-11), which states

that the kriging errors (bolh true an(l simulated) arc uncorrela[cd with any kriged values for stationary tield

and with generalized increments for the intrinsic fields (DcKiner, 1976; Ilelhomrne, 1979). Accor(lingly,

tie addition ot’ simulale(l kriging error field to a kriged field does not alter the spatial correlation structure

of the krigcd Iield. It may be rccalkxt that the knged field itself has the same correlation structure as

implied by the data.

3. The average of many CS fields at a location x, is merely the kriged estimate at x

[zo~(x)].

4. The variance of many CS fields at a location x is given by the kriging variance.

S. The CS fields reproduce the true variability of the field, in contrast to a smoothed

field given by kriging.

6. The conditioning step introduces a robustness with respect to the features of the

reality that are not specifically known or imposed on the (unconditionally)

simulated field. This robustness increases with the amount of the conditioning data.

D.4.3 Computational Options for Simulated Fields

The simula(cxl kriging error is rendered zero a[ al] observation points (SCCFigure D-4). When a pilot point is

added to [he observed transmissivity dam set, two oplions exist:

● The pilot point may bc given the full slams of an observed dala point. Then the simulaled kriging error al

lhe pilot point is also rendered zero. In this case, the simulated Icr@ederror field varies from one iteration

to the other, aml needs to be computed at every itcra[ion.

● The simulated kriging error is rendered mm only at the observed data point and not at the pilot points.

Thus, the pilo[ points arc USC(J10 oblain [he krigcd licld using the ‘augmcotcd’ data. But the simulated

krigc(l error field remains lhc same as the ini(ial field through all the iterations. It does not need 10be

rccompulcd during the various i[crations.

While obtaining the krigcd field using the simulalcd data at the mcasurenwnt locations, two options exist

. Assume that the simula[cd value (Z,lc) h~s [he swnc cITorsas the actual mcasuremen[s.

● Assume that the simula[cd value ( Z,ic ) has no errors.
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Appendix D: Culebra Transmissivity Field Simulations
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Figure D-4. Pilot poinl: schematic.
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Simulated Transmissivities
Validation of Simulations

1 D.4.4 Validation of Simulations

2 For every CS field, the mean and variance of the transmissivity arc computed and compared with that of the

3 WIPP data. Also, using the code AKRIP, the generalized covariance funclion (GCF) of the field is obtained and is

4 compared with thal obmincd from measured data at the WIPP. A close agreement between the two provides

5 verification that the generated CS ticld is a plausible version of the reality at the WIPP site. The procedure is

6 repeated for all the CS fields.

7 A collection of all the CS fields generated constitutes an ensemble. For any one location in the field,

8 transmissivi[y values across all the fields in the ensemble are studied and their mean and variance computed. A

9 spatial distribution of the ensemble mean and variance should closely agree with the spatial distribution of krigcd

10 values and kriging v,arianccobtained from the kriging exercise itself.

11 D.5 Automated Calibration

12 In an automa[ic algorithm, it bccomcs neccss,ary 10 restrict the number of parameters (to be identified) to a

13 small number; this step is called parame(erization. The zonation approach and the pilot-point methodology can

14 both be viewed as two alternative pa[hs for pararncterization. As shown above, the pilot-point approach

15 eliminates an inherent subjectivity in the zonation approach and provides for the most objective inverse algorithm.

16 D.5.1 Objective Function

17

18

19

20

21

22

23

24

The objective function that is [o be minimized in the calibration is a weighted lcmt-square-error criterion

function. It comprises of two components, a model-fit criterion and a plausibility criterion. The model-fit

criterion is a weighted sum of the squared dcvia[ions between the computed and measured pressures taken over all

points in spatial and temporal domains, where pressure meawtremcnts have been made. The plausibility criterion

demands that the calibrated transmissivitics be not too far from their prior estimates. A relative weight q between

the plausibility cri[crion and the model-fit mi[erion has been USC(J.In the present study, due to the nature of the

pilot point methodology (de Marsi]y et al., 1984), [he plausibility criterion is disregarded by setting q = O; the

code, however, has the capability 10usc it.

25 F~ua[ion D-13 detincs the objective func[ion in general terms:

26

27

28 where:

T.u–lme+~.<,’ = _u (plausibility), (D-13)
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J(g) =

~P =

e-u =
~=

g=

g .

n=

k=
~(k) =

gob(k) =

T=

‘P =

L=

wei@e(J least squ<arc (WLS) emor ctitcrion function

{p(bob(k)]

{!4– !!est 1
covariiance matrix of errors in lob

covariance matrix of errors in y

vector of parameters ( Yp= 10~10Tp)

relative weight of the plausibility criterion to model fit criterion

time step number
pressures computed

pressuresobserved

transpose
pilot point Irmsmissivity

number of time steps,

After optimal estimates of y are obklined, the posterior covaxiance matrix of the parameters is given by

I
–1

L’u,,= i y’(wp (k)J(k)+g-l
k=l 1

(D-14)

[1alp(k)
~~(k) = JacobiamMatrix = —

d~ ‘

where P=l(K is the posterior cov[ariancc matrix of the parameters.

D.5.2 Parameters of Calibration

The pilot-point transmissivities are the parameters that are adjusted for calibration. However, in the

mathematical implemenlalion, the Iog<arithms(10ha.sc 10) of IheUansmissivities(andnottietransmissivity)me

treated as parameters. The calibration parameters are given by

Yp= loglo Tp

where Tp is the transmissivity at a pilot poinl (suffix p denotes pilot point). Figure D-4 illustrates the concepts

of pilot points presented above.
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D.5.3 Pilot-Point Location

Pilot points are placed at locations where their potential for reducing the objective function is the highest.

This potential is quan[itkxt by the sensitivity cocfticiems (uY/dk’) of [hc objective function J, with respect to Y,

the logarithm (to bmc 10) of pilot-point transmissivity. A large number of candidate pilot points arc consi(lercd,

usually the centroids of <allthe grid Mocks in the flow-model grid. The selected candidate pilot points are ranked in

the descending order of the magnitude of their absolute sensitivity coefficients, i.e., ]uV/dY]. The required number

of pilot points is chosen from the top of’the ranked list of points.

Coupled adjoint sensitivity analysis and kriging is used to compute the required denvativcs, and the procedure

is documented in RamaRao and Reeves (1990). It is described briefly here.

Let P be a pik)t point added to a set of N observation points. Let Tp be tie transmissivi(y assigned to pilot

poinl P. Kriging is done using Y’p,where

Yp= log107P

The krigcd estimate ( Y“) at the ccntroid of a gridblock m, is given by

N

$; = ~ Yk ● Ym.k + Yp ●Ytll,p *

~=1

(D-15)

(D-16)

where k is the subscript for observation point, p is the subscript for pilot point, and y,ll,k and ym,p arc the

kriging weights for [he inkxpolation poinl m and data poinl k and interpolation point m and data point p,

respectively.

When a pilot point transmissivity is perturbed, [hc kriged transmissivities and, hence, the permcabilities in

all gridblocks ,arcaltered, causing Ihe ohjec[ive function .l to change. Accordingly, using the chain rule,

where M is the total number of grid blocks in [hc flow model.

dY~ _
— - y,,l,p (from Equation D-16)
dYp

(D-17)
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dJ M dJ

dY z–
n=,,,=,dyl; “’”p

d.1
— = h@o)K,n -#
d?; In

(D-18)

(D-19)

where T* is the estimated transmissivity, K* is the estimated perrncability, p is fluid density, p is fluid

viscosity, g is acceleration due to gravity, b is gridblock thickness, and m is the subscript denoting grklblock.

Combining Equalions D- 18 and D-19

d.1
M

dJ
— = ln(lO)~y/tI,pK/~/ ~
dYp

/11=1 111
(D-20)

The sensitivity cocfficicnt, dJ/dK ,,1 of the objective function wilh respect to the permeability in a grhlblock

m is obtained by adjoint sensitivity analysis.

Adjoint sensitivity analysis provides an extremely fast algorithm, particularly when, for a given objcctivc

function J, the sensitivity coefficients are to he computed for a large number of parameters (permcabilities in

thousands of grid blocks, m is [he case here).

Let the grounclwater flow model be rcprcsentccl by the following matrix equation:

Apn = /i’pn-l + fn=— =— —

where for a fully implicit scheme of time intcgra[ion adopted here,

vcclor of gridblock pressures

g+!

~At

conductance matrix

storativity matrix

vector of source terms

[n _ [n–l

time

time Ievcl (1,2,3 .... L)

(D-21)
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L. = maximum time level of the simulation.

FlrSL an adjoint sta[c!vector ( L ] is obtained by the solution of the following equation:

A~n-l= Bkn +
=— =—

where 7“denotes the transpose of the matrix.

1
T

aJ

g —
(D-22)

Equation D-22 is solved backwards in time, from n = L. to n = 1 with

~L=o (D-23)

If ai is a generic scnsilivily par,arnctcr in (he gridblock i, tic sensitivity coefficient dJ/dai is evaluated by

the expression:

(D-24)

Here, the Equation D-24 is evaluated witi Cti = Ki, the permeability in tl]citigridblock.

D.5.4 Pilot Points: Transmissivities

The transmissivities at pilot points arc assigned by an unconstrtincd optimization algorithm and a subsequent

imposition of constraints.

The op[imizalion algorithm chosen here bckmgs to a class of itcralive search algorithms. It involves a

repeated application of the fottowing cquation until convergence is achicvcd:

~i+l ‘~i+~i”~i, (D-25)

where i is the ileration index, ~i is the direction vcclor, pi is thc StCplength (a scalar), and xi is thc VCCtOr of

parameters (o be oplimizcd (i.e., logarithms of pilot-point transmissivitics to bme 10).

lle steps in the implementation of this algorithm are as follows:

1. For the selected number of pilot points. choose the inilial cstimales of the parameters ( YP= 10g IO Tp).

These are taken to be the krigcd or (he conditionally simulated values in the gridblocks, where pilot

points arc located depending upon the opt ion chosen.
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2. Compute the direction vector, ~i, as per one of the three algorithms discus.scd below (Fletcher-Rccvcs,

Broyden’s, or Davi&m-Flctchcr-Powell). The direction vector constitu[cs a direction in the hypcrspacc of

the paramelcrs, and advancing along this direction, yields new values O! the parameters. The step-length

~ determines lhc actual advance along this direction.

3. Determine the oplimal step-length ~, which minimizes the objective function. (How the step length is

Mcrmincd is explained in detail in LaVenuc and RamaRao [1992].)

4. Update the paramctcr~

5. Impose the constraints, as explained in Section D.5.5.

6. Check for convergence.

7. If convergence is achieved, the optimization algorithm is completed, the pilot points are a(ldcd to the data

and execution of the main algorithm conlinucs.

8. If convergence is not achicvcd, M i = i +1, and go to SIcp 9.

9. Using the augmented dam SC(,generate a ncw conditional simulation of transmissivity field, derive the

corresponding pressure field, and recompute the grwlient vector using the already selected pilot-point

locations. (The pilot-point selection process will be skipped.)

10. Go to Step 2.

The code includes three options lor the computation of the direction vector ~i. They are the algorithms due

to (1) Fletcher-Reeves, (2) Broydcn, and (3) Davi&m-Fletcher-Powell (1.ucnbcrgcr, 1973; Crillet al., 1981; Carrera

and Ncuman, 1986). (’1’hcscoptions are explained in Mail in LaVcnuc and RamaWlo [1992 ].)

D.5.5 Pilot Point Transmissivities: Constraints

It is possible that the optimization algorithms may dictate large changes in the parameters and bring about an

impressive reduction in the objective function. Such recommended large changes may be viewed as undesirable for

several rcawms. At any point in the field, one can obtain a kriged estimate of transmissivity and its variance

(kriging variance). Onc may construct a confidence inlerval (assuming a normal distribution of tilging errors) for

the transmissivity. It is reasonable m expect k! calibrated value to bc within the confidence band. A constraint

may be imposed 10achieve this.

Furlhcr, situations may exist where [he confidence hand may be large. A Iargc change in the parameter

value, even if contained within the confidence band, c,ancause a large change in the spatial-correlation structure of

D-20



Automated Calibration
Pilot Point Transmissivities: Constraints

1 the transmissivity ficltl. One of the objectives in calibration can then be to limit the maximum charge to a

2 specified value, so that tie geostatistical structure is not altered significantly.

3 Consider the kth parameter, whose value is Yk(kth element in the vector of parameters, ~). Then,

AYk,i= (Yk,i+l _ Yk,i)

4 = ~i ●dk,i .

5 where i is an iteralion index.

6 Constraint 1: The parameter value should lie within the confidence band.

7 Yk,o– //l~Yo < Yk,j ~ Yk,o+ ‘“JQ,

(D-26)

(D-27)

8 where the subscript o indicates initi,atly krigcd value, based on the measured data only. Thus Yk,o gives the

9 initially krige(l value at the location of the k[h pilot point, and O$o gives the initially computed kriging variance

10 at the same localion, m is the multiplier of the standard dcvia[ion, which gives the semi width of the confidence

11 band. If normal distribution is assumed for kriging errors, and if 95% confidence levels are desired; m = 2.

12 Constraint 2: IIIC change in any p’ar,ametersmust be limited to AYmax.

13 AYk,i < A~nax (D-XI)

14 After the optimization, these constraints ,nrc implcmenkxt for each parameter. In reality, only one constraint

15 is active for a pilot-point. Also, in implemcntalion, [hc oplimal step lenglh computed is reduced if the constraint

16 became active, slill preserving the direclion.

17 D.5.6 Convergence Criteria

18 It may be noted that there arc two Icvcls of iteration, designated as inner and outer iterations. An inner

19 iteration relates to the iterations needed m optimize the transmissivitics of the pilot points. Thus, when an inner

20 iteration is repealed, lhc pilot-point locations arc fixed as at the beginning of lhc sequenceof inner iterations.

21 When the convergence of an inner iteration is achicvcd, the pik)t points arc added to the transmissivity data set.

22 This then sets the stage for an ou[cr iteration. During the course of outer iteration, optimal location of the next

23 sel of pilot poin[s is (tone using coupled kriging and adjoint sensitivity analysis. Subsequently, their

24 transmissivilies are optimized by a sequence of inner iterations. Figure D-5 clarifies these points.

25 11may be noted that both inner and outer iterations go through all phases of the algorithm, except that inner

26 iterations skip the phase of selecting pik~tpoinls from a grid of candidate pilot points.
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Figure II-5. lnncr and outer itcmtions of calibration.
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D.5.6.1 CONVERGENCE CRITERIA: INNER ITERATIONS.

1. The performance measure J drops below a prescribed minimum value (JMIN):

2. The number of itera~ions

iterations (1’lI?RMX1):

3. “rhc ratio of lhc norm of

(GRNR):

J s JMIN
(D-29)

(NI”I’ER)equals a prescribed maximum number of iterations, for the inner

NITER 2 ITERMX1
(D-30)

IJICgradient, to the initial-gradient norm reduces below a prescribed value

8 GRNR
=<
~ J (gradicn[ norm ratio)
Lo

4. The gmdient norm $ is less lhan a prescribed minimum (CiRMIN):

g < ~RMIN

(D-31)

(D-32)

5. The relalivc change in objective function is dcfincxl, as Al/J, where A/ is Ihe change in the objw.ivc

function during onc i[eration. Iterations ,are terminated if this relative change falls below a prescribed

value (RELCJ):

(D-33)

D.5.6.2 CONVERGENCE CRITERIA: OUTER ITERATIONS.

Outer iterations are (ennina[ed csscntinlly on crilcria (1) and (2) of inner iterations. They are not repeated.
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Attn: National Atomic Museum Library
Albuquerque Operations Office
PO Box 5400
Albuquerque, NM 87185

US Department of Energy
Research & Waste Management Division
Attn: Director
PO Box E
Oak Ridge, TN 37831

Dist- 1



US Department of Energy (2)
Idaho Operations Office
Fuel Processing and Waste

Management Division
785 DOE Place
Idaho Falls, ID 83402

US Department of Energy
Savannah River Operations Office
Defense Waste Processing

Facility Project Office
Attn: W.D. Pearson
PO Box A
Aiken, SC 29802

US Department of Energy (2)
Richland Operations Office
Nuclear Fuel Cycle & Production

Division
Attn: R.E. Gerton
825 Jadwin Ave.
PO Box 500
Richland, WA 99352

US Department of Energy (3)
Nevada Operations Office
Attn: J.R. Boland

D. Livingston
P.K. Fitzsimmons

2753 S. Highland Drive
Las Vegas, NV 89183-8518

US Department of Energy (2)
Technical Information Center
PO BOX 62
Oak Ridge, TN 37831

US Department of Energy (2)
Chicago Operations Office
Attn: J.C. Haugen
9800 South Cass Avenue
Argonne, IL 60439

US Department of Energy
Los Alamos Area Office
528 35th Street
Los Alamos, NM 87544

US Department of Energy (3)
Rocky Flats Area Office
Attn: W.C. Rask

G. Huff man
T. Lukow

PO BOX 928
Golden, CO 80402-0928

US Department of Energy
Dayton Area Office
Attn: R. Grandfield
PO Box 66
Miamisburg, OH 45343-0066

US Department of Energy
Attn: E. Young
Room E- 178
GAO/RCED/GTN
Washington, DC 20545

US Bureau of Land Management
101 E. Mermod
Carlsbad, NM 88220

US Bureau of Land Management
New Mexico State Office
PO Box 1449
Santa Fe, NM 87507

US Environmental Protection
Agency (2)

Office of Radiation Protection Programs
(ANR-460)

Washington, DC 20460

US Nuclear Regulatory Commission
Division of Waste Management
Attn: H. Marson
Mail Stop 4-H-3
Washington, DC 20555

US Nuclear Regulatory Commission (4)
Advisory Committee on Nuclear Waste
Attn: D. Moeller

M.J. Steindler
P.W. Pomeroy
W.J. Hinze

7920 Norfolk Avenue
Bethesda, MD 20814

Defense Nuclear Facilities Safety Board
Attn: D. Winters
625 Indiana Avenue, NW
Suite 700
Washington, DC 20004

Nuclear Waste Technical Review
Board (2)

Attn: Library
Suite 910
1100 Wilson Blvd.
Arlington, VA 22209-2297

Dist-2



Energy and Science Division
Office of Management and Budget
Attn: K. Yuracko
725 17th Street NW
Washington, DC 20503

US Geological Survey (2)
Water Resources Division
Attn: C. Peters
Suite 200
4501 Indian School NE
Albuquerque, NM 87110

New Mexico Congressional Delegation

Jeff Bingaman
U.S. Senate
110 Hart SOB
Washington, DC 20510-3102

Pete V. Domenici
U.S. Senate
427 Dirksen Bldg.
Washington, DC 20510-3101

Bill Richardson
House of Representatives
2349 Rayburn HOB
Washington, DC 20515

Steven H. Schiff
House of Representatives
1009 Longworth HOB
Washington, DC 20515

Joe Skeen
House of Representatives
2367 Rayburn HOB
Washington, DC 20515

State Agencies

New Mexico Bureau of Mines
and Mineral Resources

Socorro, NM 87801

New Mexico Energy, Minerals and Natural
Resources Department

Attn: Librarian
2040 South Pacheco
Santa Fe, NM 87505

New Mexico Energy, Minerals and Natural
Resources Department

New Mexico Radioactive Task Force (2)
(Governor’s WIPP Task Force)
Attn: A. Lockwood, Chairman

C. Wentz, Coordinator/Policy Analyst
2040 South Pacheco
Santa Fe, NM 87505

Bob Forrest
Mayor, City of Carlsbad
PO BOX 1569

Carlsbad, NM 88221

Executive Director
Carlsbad Department of Development
Attn: C. Bernard
PO Box 1090
Carlsbad, NM 88221

New Mexico Environment Department
Secretary of the Environment (3)
Attn: J. Espinosa
PO BOX 968
1190 St. Francis Drive
Santa Fe, NM 87503-0968

New Mexico Environment Department
Attn: P. McCasland
WIPP Project Site Office
PO Box 3090
Carlsbad, NM 88221-3090

New Mexico State Engineer’s Office
Attn: M. Chudnoff
PO BOX 25102
Santa Fe, NM 87504-5102

Environmental Evaluation Group (5)
Attn: R. Neill
Suite F-2
7007 Wyoming Blvd. NE
Albuquerque, NM 87109

Advisory Committee on Nuclear
Facility Safety

John F. Ahearne
Executive Director, Sigma Xi
99 Alexander Drive
Research Triangle Park, NC 27709

James E. Martin
109 Observatory Road
Ann Arbor, MI 48109

Dist-3



WIPP Panel of National Research Council’s
Board on Radioactive Waste Management

Charles Fairhurst, Chairman
Department of Civil and

Mineral Engineering
University of Minnesota
500 Pillsbury Dr., SE
Minneapolis, MN 55455-0220

John O. Blomeke
3833 Sandy Shore Drive
Lenoir City, TN 37771-9803

John D. Bredehoeft
Western Region Hydrologist
Water Resources Division
US Geological Survey (M/S 439)
345 Middle field Road
Menlo Park, CA 94025

Fred M. Ernsberger
1325 NW 10th Avenue
Gainesville, FL 32601

Rodney C. Ewing
Department of Geology
University of New Mexico
200 Yale, NE
Albuquerque, NM 87131

B. John Garrick
PLG, Inc.
Suite 400
4590 MacArthur Blvd.
Newport Beach, CA 92660-2027

Leonard F. Konikow
US Geological Survey
431 National Center
Reston, VA 22092

Jeremiah O’Driscoll
505 Valley Hill Drive
Atlanta, GA 30350

Christopher Whipple
Clement International Corp.
160 Spear St.
Suite 1380
San Francisco, CA 94105-1535

National Research Council (3)
Board on Radioactive

Waste Management
RM HA456
Attn: P.B. Myers,

Staff Director (2)
G.J. Grube

2101 Constitution Avenue
Washington, DC 20418

Performance Assessment Peer Review Panel

G. Ross Heath
College of Ocean and

Fishery Sciences HN- 15
583 Henderson Hall
University of Washington
Seattle, WA 98195

Thomas H. Pigford
Department of Nuclear Engineering
4159 Etcheverry Hall
University of California
Berkeley, CA 94720

Thomas A. Cotton
JK Research Associates, Inc.
4429 Butterworth Place, NW
Washington, DC 20016

Robert J. Budnitz
President, Future Resources

Associates, Inc.
2000 Center Street
Suite 418
Berkeley, CA 94704

C. John Mann
Department of Geology
245 Natural History Bldg.
1301 West Green Street
University of Illinois
Urbana, IL 61801

Frank W. Schwartz
Department of Geology and Mineralogy
The Ohio State University
Scott Hall
1090 Carmack Rd.
Columbus, OH 43210

Dist-4



National Laboratories

Argonne National Laboratory (2)
Attn: A. Smith

D. Tomasko
9700 South Cass, Bldg. 201
Argonne, IL 60439

Battelle Pacific Northwest Laboratory (3)
Attn: R.E. Westerman

S. Bates
H.C. Burkholder

Battelle Boulevard
Richland, WA 99352

Idaho National Engineering Laboratory (2)
Attn: H. LOO

R. Klinger
Mail Stop 5108
Idaho Falls, ID 83403-4000

Los Alamos National Laboratory
Attn: B. Erdal, CNC- 11
PO BOX 1663
Los Alamos, NM 87545

Los Alamos National Laboratory
Attn: A. Meijer
PO Box 1663, Mail Stop J514
Los Alamos, NM 87545

Los Alamos National Laboratory (3)
HSE-8

Attn: M. Enoris
L. Soholt
J. Wenzel

PO BOX 1663
Los Alamos, NM 87545

Los Alamos National Laboratory
EM-7

Attn: S. Kosiewicz
PO Box 1663, Mail Stop J595
Los Alamos, NM 87545

Oak Ridge National Laboratory
Transuranic Waste Manager
Attn: D.W. Turner
PO BOX 2008, Bldg. 3047
Oak Ridge, TN 3783 I -6060

Pacific Northwest Laboratory
Attn: B. Kennedy
PO Box 999
Richland, WA 99352

Savannah River Laboratory (3)
Attn: N. Bibler

M.J. Plodinec
G.G. Wicks

Aiken, SC 29801

Savannah River Plant (2)
Attn: R.G. Baxter

Bldg. 704-S
K.W. Wierzbicki
Bldg. 703-H

Aiken, SC 29808-0001

Corporations/Membersof the Public

Benchmark Environmental Corp.
Attn: C. Fredrickson
4501 Indian School NE
Suite 105
Albuquerque, NM 87110

City of Albuquerque
Public Works Department
Utility Planning Division
Attn: W.K. Summers
PO BOX 1293
Albuquerque, NM 87103

Deuel and Associates, Inc.
Attn: R.W. Prindle
7208 Jefferson NE
Albuquerque, NM 87109

Disposal Safety, Inc.
Attn: B. ROSS

1660 L Street NW
Suite 314
Washington, DC 20036

Ecodynamics (2)
Attn: P. Roache

R. Blaine
PO BOX 9229
Albuquerque, NM 87119-9229

EC & G Idaho (3)
1955 Fremont Street
Attn: C. Atwood

C. Hertzler
T.I. Clements

Idaho Falls, ID 83415

Geomatrix
Attn: K. Coppersmith
100 Pine Street, Suite 1000
San Francisco, CA 94111

Dist-5



Colder Associates, Inc. (3)
Attn: M. Cunnane

R. Kossik
I. Miller

4104 148th Avenue NE
Redmond, WA 98052

INTERA, Inc. (2)
Attn: J.F. Pickens

A.M. LaVenve
6850 Austin Center Blvd.
Suite 300
Austin, TX 78731

INTERA, Inc.
Attn: W. Stensrud
PO BOX 2123
Carlsbad, NM 88221

INTERA, Inc.
Attn: W. Nelson
101 Convention Center Drive
Suite 540
Las Vegas, NV 89109

IT Corporation (2)
Attn: R.F. McKinney

J. Myers
Regional Office, Suite 700
5301 Central Avenue NE
Albuquerque, NM 87108

John Hart and Associates, P.A.
Attn: J.S. Hart
2815 Candelaria Road NW
Albuquerque, NM 87107

John Hart and Associates, P.A.
Attn: K. Lickliter
1009 North Washington
Tacoma, WA 98406

MACTEC (2)
Attn: J.A. Thies

D.K. Duncan
8418 Zuni Road SE, Suite 200
Albuquerque, NM 87108

Newman and Holtzinger
Attn: C. Mallon
1615 L Street NW, Suite 1000
Washington, DC 20036

RE/SPEC, Inc. (2)
Attn: W. Coons
4775 Indian School NE, Suite 300
Albuquerque, NM 87110

RE/SPEC, Inc.
Attn: J.L. Ratigan
PO BOX 725
Rapid City, SD 57709

Reynolds Elect/Engr. Co., Inc.
Attn: E.W. Kendall
Building 790, Warehouse Row
PO BOX 98521
Las Vegas, NV 89193-8521

Roy F. Weston, Inc.
CRWM Tech. Supp. Team
Attn: C.J. Noronha
955 L’Enfant Plaza SW
North Building, Eighth Floor
Washington, DC 20024

Science Applications International Corporation
(SAIC)

Attn: H.R. Pratt
10260 Campus Point Drive
San Diego, CA 92121

Science Applications International Corporation
(2)

Attn: D. C. Royer
C.G. Pflum

101 Convention Center Dr.
Las Vegas, NV 89109

Science Applications International Corporation
Att:2)

M. Davis
J. Tollison

2109 Air Park Road SE
Albuquerque, NM 87106

Science Applications International Corporation
(2)

Attn: J. Young
D. Lester

18706 North Creek Parkway, Suite 110
Bothell, WA 98011

Southwest Research Institute
Center for Nuclear Waste Regulatory Analysis

(2)
Attn: P.K. Nair
6220 Culebra Road
San Antonio, TX 78228-0510

Systems, Science, and Software (2)
Attn: E. Peterson

P. Lagus
BOX 1620
La Jolla, CA 92038

Dist-6



TASC
Attn: S.G. Oston
55 Walkers Brook Drive
Reading, MA 01867

Tech Reps, Inc. (6)
Attn: J. Chapman

C. Crawford
D. Marchand
J. Stikar
P. Oliver
D. Scott

5000 Marble NE, Suite 222
Albuquerque, NM 87110

ToIan, Beeson & Associates
Attn: T.L. ToIan
2320 W. 15th Avenue
Kennewick, WA 99337

TRW Environmental Safety Systems
Attn: I. Sacks
2650 Park Tower Drive, Suite 800
Vienna, VA 22180

Westinghouse Electric Corporation (5)
Attn: Library

L. Trego
c. Cox
L. Fitch
R.F. Kehrman

PO BOX 2078
Carlsbad, NM 88221

Westinghouse Hanford Company
Attn: D. E. Wood

MSIN HO-32
PO Box 1970
Richland, WA 99352

Western Water Consultants
Attn: D. Fritz
1949 Sugarland Drive #134
Sheridan, WY 82801-5720

Western Water Consultants
Attn: P.A. Rechard
PO BOX 4128
Laramie, WY 82071

P. Drez
8816 Cherry Hills Road, NE
Albuquerque, NM 87111

D.W. Powers
Star Route Box 87
Anthony, TX 79821

Shirley Thieda
PO BOX 2109, RR]
Bernalillo, NM 87004

Jack Urich
c/o CARD
144 Harvard SE
Albuquerque, NM 87106

Universities

University of California
Mechanical, Aerospace, and

Nuclear Engineering Department (2)
Attn: W. Kastenberg

D. Browne
5532 Boelter Hall
Los Angeles, CA 90024

University of California
Mine Engineering Dept.
Attn: Neville Cook
Rock Mechanics Engineering
Berkeley, CA 94720

University of Hawaii at Hilo
Attn: S. Hera
Business Administration
Hilo, HI 96720-4091

University of New Mexico
Geology Department
Attn: Library
Albuquerque, NM 87131

University of New Mexico
Research Administration
Attn: H. Schreyer
102 Scholes Hall
Albuquerque, NM 87131

University of Wyoming
Department of Civil Engineering
Attn: V.R. Hasfurther
Laramie, WY 82071

University of Wyoming
Department of Geology
Attn: J.I. Drever
Laramie, WY 82071

University of Wyoming
Department of Mathematics
Attn: R.E. Ewing
Laramie, WY 82071

Dist-7



Libraries

Thomas Brannigan Library
Attn: D. Dresp
106 W. Hadley St.
Las Cruces, NM 88001

Hobbs Public Library
Attn: M. Lewis
509 N. Ship Street
Hobbs, NM 88248

New Mexico State Library
Attn: N. McCallan
325 Don Gaspar
Santa Fe, NM 87503

New Mexico Tech
Martin Speere Memorial Library
Campus Street
Socorro, NM 87810

New Mexico Junior College
Pannell Library
Attn: R. Hill
Lovington Highway
Hobbs, NM 88240

Carlsbad Municipal Library
WIPP Public Reading Room
Attn: L. Hubbard
101 S. Halagueno St.
Carlsbad, NM 88220

University of New Mexico
General Library
Government Publications Department
Albuquerque, NM 87131

NEA/PerformanceAssessmentAdvisory
Group(PAAG)

P. Duerden
ANSTO
Lucas Heights Research Laboratories
Private Mail Bag No. 1
Menai, NSW 2234, AUSTRALIA

Gordon S. Linsley
Division of Nuclear Fuel Cycle and Waste

Management
International Atomic Energy Agency
PO Box 100
A- 1400 Vienna, AUSTRIA

Nicolo Cadelli
Commission of the European Communities
200, Rue de la Loi
B- 1049 Brussels, BELGIUM

R. Heremans
Organisme Nationale des Dechets Radioactifs

et des Matieres Fissiles
ONDRAF
Place Madou 1, Boitec 24/25
B- 1030 Brussels, BELGIUM

J. Marivoet
Centre d’Etudes de l’Energie Nucleaire
CEN/SCK
Boeretang 200
B-2400 Me], BELGIUM

P. Conlon
Waste Management Division
Atomic Energy Control Board (AECB)
PO BOX 1046
Ottawa, Canada KIP 559, CANADA

A.G. Wikjord
Manager, Environmental and Safety

Assessment Branch
Atomic Energy of Canada Limited
Whiteshell Nuclear Research Establishment
Pinewa, Manitoba ROE 1LO, CANADA

Jukka-Pekka Salo
Teollisuuden Voima Oy (TVO)
Fredrikinkatu 51-53 B
SF-OO1OO Helsinki, FINLAND

Timo Vieno
Technical Research Centre of Finland (VTT)
Nuclear Energy Laboratory
PO BOX 208
SF-02151 ESPOO, FINLAND

Timo Aikas
Teollisuuden Voima Oy (TVO)
Fredrikinkatu 51-53 B
SF-OO1OO Helsinki, FINLAND

M. Claude Ringeard
Division de la Securite et de la Protection de

I’Environment (DSPE)
Commissariats ~ l’Energie Atomique
Agence Nationale pour la Gestion des Dechets

Radioactifs (ANDRA)
Route du Panorama Robert Schuman
B. P. No. 38
F-92266 Fontenay-aux-Roses Cedex
FRANCE
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Gerald Ouzounian
Agence Nationale pour la Gestion des Dechets

Radioactifs (ANDRA)
Route du Panorama Robert Schuman
B. P. No. 38
F-92266 Fontenay-aux-Roses Cedex
FRANCE

Claudio Pescatore
Division of Radiation Protection and Waste

Management
OECD Nuclear Energy Agency
38, Boulevard Suchet
F-75016 Paris, FRANCE

M. Dominique Greneche
Commissariats a l’Energie Atomique
IPSN/DAS/SASICC/SAED
B. P. No. 6
F-92265 Fontenay-aux-Roses Cedex,
FRANCE

Robert Fabriol
Bureau de Recherches Geologiques et Minieres

(BRGM)
B. P. 6009
45060 Orleans Cedex 2, FRANCE

P. Bogorinski
Gesellschaft fur Reaktorsicherheit (GRS) mbH
Schwertnergasse 1
D-5000 Koln 1, GERMANY

R. Storck
GSF - Institut fur Tieflagerung
Theodor-Heuss-Strabe 4
D-3300 Braunschweig, GERMANY

Ferrucio Gera
ISMES !ip.A
Via del Crociferi 44
1-00187 Rome. ITALY

Hiroyuki Umeki
Isolation System Research Program
Radioactive Waste Management Project
Power Reactor and Nuclear Fuel Development

Corporation (PNC)
1-9-13, Akasaka
Minato-ku
Tokyo 107, JAPAN

P. Carboneras Martinez
ENRESA
Cane Emilio Vargas 7
R-28043 Madrid, SPAIN

Tonis Papp
Swedish Nuclear Fuel and Waste Management

co.
BOX 5864
S 10248 Stockholm, SWEDEN

Conny Hagg
Swedish Radiation Protection Institute (SS1)
BOX 60204
S- 10401 Stockholm, SWEDEN

J. Hadermann
Paul Scherrer Institute
Waste Management Programme
CH-5232 Villigen PSI, SWITZERLAND

J. Vigfusson
USK- Swiss Nuclear Safety Inspectorate
Federal Office of Energy
CH-5303 Wiirenlingen, SWITZERLAND

D.E. Billington
Departmental Manager - Assessment Studies
Radwaste Disposal R&D Division
AEA Decommissioning & Radwaste
Harwell Laboratory, B60
Didcot Oxfordshire OX 11 ORA
UNITED KINGDOM

P. Grimwood
Waste Management Unit
BNFL
Sellafield
Seascale, Cumbria CA20 1PG
UNITED KINGDOM

Alan J. Hooper
UK Nirex Ltd
Curie Avenue
Harwell, Didcot
Oxfordshire, OX11 ORH
UNITED KINGDOM

Jerry M. Beak
Yucca Mountain Project Office
US Department of Energy
PO BOX 98608
Las Vegas, NV 89193

Seth M. CopIan (Chairman)
US Nuclear Regulatory Commission
Division of High-Level Waste Management
Mail Stop 4-H-3
Washington, DC 20555
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A.E. Van Luik
INTERA/M&O
The Valley Bank Center
101 Convention Center Dr.
Las Vegas, NV 89109

NEA/PSAG User’s Group

Shaheed Hossain
Division of Nuclear Fuel Cycle and Waste

Management
International Atomic Energy Agency
Wagramerstrasse 5
PO Box 100
A- 1400 Vienna. AUSTRIA

Alexander Nies (PSAC Chairman)
Gesellschaft fiir Strahlen- und
Institut fiir Tieflagerung
Abteilung fur Endlagersicherheit
Theodor-Heuss-Strasse 4
D-3300 Braunschweig, GERMANY

Eduard Hofer
Gesellschaft fiir Reaktorsicherheit (GRS) MBH
Forschungsge13nde
D-8046 Garching, GERMANY

Andrea Saltelli
Commission of the European Communities
Joint Resarch Centre of Ispra
1-21020 Ispra (Varese), ITALY

Alejandro Alonso
Catedra de Tecnologia Nuclear
E.T.S. de Ingenieros Industrials
Jose Gutierrez Abascal, 2
E-28006 Madrid, SPAIN

Pedro Prado
CIEMAT
Instituto de Tecnologia Nuclear
Avenida Complutense, 22
E-28040 Madrid, SPAIN

Miguel Angel Cuiiado
ENRESA
Emilio Vargas, 7
E-28043 Madrid, SPAIN

Francisco Javier Elorza
ENRESA
Emilio Vargas, 7
E-28043 Madrid, SPAIN

Nils A. Kjellbert
Swedish Nuclear Fuel and Waste Management

Company (SKB)
BOX 5864
S-102 48 Stockholm, SWEDEN

Bjorn Cronhjort
Swedish National Board for Spent Nuclear

Fuel (SKN)
Sehlsedtsgatan 9
S-1 1528 Stockholm, SWEDEN

Richard A. Klos
Paul-Scherrer Institute (PSI)
CH-5232 Villingen PSI
SWITZERLAND

NAGRA (2)
Attn: C. McCombie

F. Van Dorp
Parkstrasse 23
CH-5401 Baden, SWITZERLAND

N. A. Chapman
Inters Information Technologies
Park View House, 14B Burton Street
Melton Mowbray
Leicestershire, LE13 IAE
UNITED KINGDOM

Daniel A. Galson
Galson Sciences Ltd.
35, Market Place
Oakham
Leicestershire LE15 6DT
UNITED KINGDOM

David P. Hodgkinson
Inters Information Technologies
Chiltern House
45 Station Road
Henley -on-Thames
Oxfordshire RG9 lAT, UNITED KINGDOM

Brian G.J. Thompson
Department of the Environment: Her
Majesty’s Inspectorate of Pollution
Room A5.33, Romney House
43 Marsham Street
London SWIP 2PY, UNITED KINGDOM

Inters Information Technologies
Attn: M. J. Apted
3609 South Wadsworth Blvd.
Denver, CO 80235
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US Nuclear Regulatory Commission (2)
Attn: R. Codell

N. Eisenberg
Mail Stop 4-H-3
Washington, DC 20555

Battelle Pacific Northwest
Attn: P.W. Eslinger
PO BOX 999, MS K2-32
Richland, WA 99352

Laboratories

Center for Nuclear Waste Regulatory Analysis
(CNWRA)

Southwest Research Institute
Attn: B. Sagar
PO Drawer 28510
6220 Culebra Road
San Antonio. TX 78284

Geostatistics Expert Working Group (GXG)

Rafael L. Bras
R.L. Bras Consulting Engineers
44 Percy Road
Lexington, MA 02173

Jesus Carrera
Universidad Politt?cnica de Cataluiia
E.T.S.I. Caminos
Jordi, Girona 31
E-08034 Barcelona, SPAIN

Gedeon Dagan
Department of Fluid Mechanics and Heat

Transfer
Tel Aviv University
PO Box 39040
Ramat Aviv, Tel Aviv 69978, ISRAEL

Ghislain de Marsily (GXG Chairman)
University Pierre et Marie Curie
Laboratories de Geologie Applique
4, Place Jussieu - T.26 - 5’ etage
75252 Paris Cedex 05, FRANCE

Alain Galli
Centre de Geostatistique
Ecole des Mines de Paris
35 Rue St. Honore
77035 Fontainebleau, FRANCE

Steve Gorelick
Department of Applied Earth Sciences
Stanford University
Stanford, CA 94305-2225

Peter Grindrod
INTERA Information Technologies Ltd.
Chiltern House, 45 Station Road
Henley -on-Thames
Oxfordshire, RG9 IAT
UNITED KINGDOM

Alan Gutjahr
Department of Mathematics
New Mexico Institute of Mining and

Technology
Socorro, NM 87801

C. Peter Jackson
Harwell Laboratory
Theoretical Studies Department
Radwaste Disposal Division
Bldg. 424.4
Oxfordshire Didcot Oxon OX 11 ORA
UNITED KINDGOM

Peter Kitanidis
60 Peter Coutts Circle
Stanford, CA 94305

Rae Mackay
Department of Civil Engineering
University of Newcastle Upon Tyne
Newcastle Upon Tyne NE 1 7RU
UNITED KINGDOM

Dennis McLaughlin
Parsons Laboratory
Room 48-209
Department of Civil Engineering
Massachusetts Institute of Technology
Cambridge, MA 02139

Shlomo P. Neuman
College of Engineering and Mines
Department of Hydrology and Water Resources
University of Arizona
Tucson, AZ 85721

Christian Ravenne
Geology and Geochemistry Division
Institut Francais du Petrole
1 & 4, av. de Bois-Preau BP31 1
92506 Rueil Malmaison Cedex
FRANCE

Yoram Rubin
Department of Civil Engineering
University of California
Berkeley, CA 94720
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Foreign Addresses

Studiecentrum Voor Kernenergie
Centre D’Energie Nucleaire
Attn: A. Bonne
SCK/CEN
Boeretang 200
B-2400 Mo], BELGIUM

Atomic Energy of Canada, Ltd. (3)
Whiteshell Research Estab.
Attn: M.E. Stevens

B.W. Goodwin
D. Wushke

Pinewa, Manitoba
ROE lLO, CANADA

Esko Peltonen
Industrial Power Company Ltd.
TVO
Fredrikinkatu 51-53
SF-OO1OO Helsinki 10, FINLAND

Jean-Pierre Olivier
OECD Nuclear Energy Agency (2)
38, Boulevard Suchet
F-75016 Paris, FRANCE

D. Alexandre, Deputy Director
ANDRA
31 Rue de la Federation
75015 Paris. FRANCE

Claude Sombret
Centre D’Etudes Nucleaires

De La Vallee Rhone
CEN/VALRHO
S.D.H.A. BP 171
30205 Bagnols-Sur-Ceze, FRANCE

Bundesministerium fur Forschung und
Technologies

Postfach 200706
5300 Bonn 2. GERMANY

Bundesanstalt fur Geowissenschaften
und Rohstoffe

Attn: M. Langer
Postfach 510 153
3000 Hanover 51, GERMANY

Gesellschaft fur Reaktorsicherheit (GRS) (2)
Attn: B. Baltes

W. Muller
Schwertnergasse 1
D-5000 Cologne, GERMANY

Institut fur Tieflagerung (2)
Attn: K. Kuhn
Theodor-Heuss-Strasse 4
D-3300 Braunschweig, GERMANY

Physikalisch-Technische
Bundesanstalt

Attn: P. Brenneke
Postfach 3345
D-3300 Braunschweig, GERMANY

Shingo Tashiro
Japan Atomic Energy Research Institute
Tokai-Mura, lbaraki-Ken
319-11, JAPAN

Netherlands Energy Research
Foundation (ECN)

Attn: L.H. Vons
3 Westerduinweg
PO Box 1
1755 ZG Petten, THE NETHERLANDS

Johan Andersson
Swedish Nuclear Power Inspectorate
Statens Karnkraftinspektion (SKI)
BOX 27106
S- 10252 Stockholm, SWEDEN

Fred Karlsson
Svensk Karnbransleforsorjning

AB SKB
BOX 5864
S- 10248 Stockholm, SWEDEN

Nationale Genossenschaft fur die Lagerung
Radioaktiver Abfalle (NAGRA) (2)

Attn: S. Vomvoris
P. Zuidema

Hardstrasse 73
CH-5430 Wettingen, SWITZERLAND

AEA Technology
Attn: J.H. Rees
D5W/29 Culham Laboratory
Abington
Oxfordshire 0X14 3DB, UNITED KINGDOM

AEA Technology
Attn: W.R. Rodwell
044/A31 Winfrith Technical Centre
Dorchester
Dorset DT2 8DH, UNITED KINGDOM
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AEA Technology
Attn: J.E. Tinson
B4244 Harwell Laboratory
Didcot, Oxfordshire OX11 ORA
UNITED KINGDOM

D.R. Knowles
British Nuclear Fuels, PIC
Risley, Warrington
Cheshire WA3 6AS, 1002607
UNITED KINGDOM

1
20
1502
1511
6000
6115
6119
6119
6121
6121
6233
6300
6302
6303
6303
6305
6306
6312
6313
6331
6341
6342
6342
6343
6343
6345
6345
6347
6348
6351
6352
6352
6400
6613
6613
6613
6622
6641
7141
7151

Internal

A. Narath
O.E. Jones
J.C. Cummings
D.K. Gartling
D.L. Hartley
P.B. Davies
E.D. Gorham
Staff (14)
J.R. Tillerson
Staff (7)
J.C. Eichelberger
D.E. Ellis
L.E. Shephard
S.Y. Pickering
W.D. Weart
S.A. Goldstein
A.L. Stevens
F.W. Bingham
L.S. Costin
P.A. Davis
Sandia WIPP Central Files (300)
D.R. Anderson
Staff (30)
S.A. Orrell, Acting
Staff (3)
R.C. Lincoln
staff (9)
D.R. Schafer
J.T. Holmes
R.E. Thompson
D.P. Garber
S.E. Sharpton
N.R. Ortiz
R.M. CranwelI
R.L. Iman
C. Leigh
M,S.Y. Chu
R.E. Luna, Acting
Technical Library (5)
Technical Publications

9300 J.E. Powell
9310 J.D. Plimpton
9330 J.D. Kennedy

7613-2 Document Processing for DOE/OSTI
(lo)

8523-2 Central Technical Files

Dist- 13
* U.S. GOVERNMENT PRINTING OFFICE 1992-774- 122/80126



5WS PAGE INTENTIONALLY LEFT BLANK


	CONTENTS
	1. INTRODUCTION
	1.1 PURPOSE OF VOLUME 2
	1.2 ORGANIZATION OF VOLUME 2
	1.3 CODE LINKAGE AND DATA FLOW

	2. CONCEPTUAL BASIS FOR CONSEQUENCE MODELING
	2.1 INTRODUCTION
	2.2 NATURAL BARRIER SYSTEM
	2.3 ENGINEERED BARRIER SYSTEM 

	3. PERFORMANCE ASSESSMENT METHODOLOGY
	3.1 CONCEPTUALIZATION OF RISK FOR THE WIPP PERFORMANCE ASSESSMENT
	3.2 SELECTION OF SCENARIOS
	3.3 DETERMINATION OF SCENARIO PROBABILITIES
	3.4 CALCULATION OF SCENARIO CONSEQUENCES
	3.5 MONTE CARLO ANALYSIS TECHNIQUES

	4. SCENARIO CONSTRUCTION
	4.1 EVALUATION OF EVENTS AND PROCESSES
	4.2 SUMMARY SCENARIOS

	5. DRILLING INTRUSION PROBABILITIES
	5.1 INTRODUCTION
	5.2 PROBABILITY COMPUTATIONS
	5.3 LAMBDA FUNCTION GENERATION

	6. DATA AND CDFS
	6.1 CONVENTIONS
	6.2 SELECTIONS OF PARAMETER DISTRIBUTIONS

	7. CONSEQUENCE MODELING
	7.1 RADIOACTIVE DECAY
	7.2 MULTIPHASE FLOW THROUGH POROUS MEDIA
	7.3 WASTE-FILLED ROOM DEFORMATION
	7.4 WASTE MOBILIZATION
	7.5 GROUNDWATER TRANSMISSIVITY FIELDS
	7.6 GROUNDWATER FLOW AND TRANSPORT
	7.7 DIRECT REMOVAL OF WASTE

	8. REFERENCES
	APPENDIX A: BRAGFLO AND PANEL
	APPENDIX B: SANCHO
	APPENDIX C: SECO FLOW AND TRANSPORT MODEL
	APPENDIX D: CULEBRA TRANSMISSIVITY FIELD SIMULATIONS
	FIGURES
	TABLES

