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PART 1 : ANALYSIS SUMMARY 

A. Parameter Identification 

Climate Index parameter description: 
idpram: CLIMTLDX 
idrntrl: GLOBAL 
id#: 223 

B. Parameter Value 

The constructed distribution (subjective) is as follows: the probability density is 3.0 in the 
interval f?om 1.Oto 1.25 and the probability density is 0.333 in the interval *om 1.5 to 2.25. 
Consequently, the probabiity that a sampled value of the Climate Index is in the interval f7om 1.0 
to 1.25 is 0.75, and the probability that a value is in the interval fiom 1.5 to W i s  0.25. 

2 . a ~  &,+ 
C. Scope and  Objectives \\ 8'L7 

Scenarios involving one or more intrusion holes consider the possibity that brine canying - radionuclides in solution could flow up an intrusion hole and then flow laterally in the Culebra 
Dolomite Member to the accessible environment. A change in climate could alter the flow rates 
and directions of groundwater flow in the Culebra and consequently impact transport of 
radionuclides to the accessible environment. The performance assessment calculations for the 
CCA will include the possible effect of climate change on transport in the Culebra by multiplying 
the magitude of flow in each realization of the Culebra flow field by a sampled value of the 
Climate Index. This will uniformly modify flow rates, but not flow directions, in each re-tion 
of the Culebra flow-field. 

The objective of this analysis is to specify the sample distribution for the Climate Index. 
This is a constructed subjective distribution because it is not possible to directly measure future 
changes in climate or their long-term effect on groundwater flow in the Culebm The rationale 
for the distribution has two main parts. F i s t  we have surveyed the scientific literature to iind 
available information that can be used to infer the annual precipitation rate since the end of the 
Pleistocene and for the next 10,000 years. Second, we performed a series of numerical 
simulations to see how various assumed rates and temporal patterns of recharge would impact 
groundwater flow velocities in the Culebra within the WPP site. 

This parameter records package is in two parts. The remainder of this Part 1 outlines the 
approach and assumptions used in this analysis (Section D), the results of the numerical 
simulations (Section E) and finally, in Section F, the rationale for the specified distribution for the 
Climate Index. Part 2 contains details of the analysis documentation. 



D. Approach and Assumptions 

Climate Change 

Geologic data ffom southeastern New Mexico and the surrounding region show repeated 
alternations of wetter and drier climates throughout the Pleistocene, corresponding to global 
cycles of glaciation and deglaciation. Data *om plant and animal remains and paleo-lake levels 
permit quantitative climate reconstructions for the region only for the last glacial cycle, and 
confirm the interpretation that conditions were coolest and wettest during glacial maxima (Swift, 
1993). The hottest and driest conditions since the last glaciation have been similar to those of the 
present. Modeling of global circulation patterns suggests that these changes resulted ffom the 
disruption and southward displacement of the winter jet stream by the ice sheet, causing an 
increase in the 6equency and intensity of winter storms throughout the American Southwest 
(COHMAP Members, 1988). Mean annual precipitation 22,000 to 18,000 years ago, when the 
last North American ice sheet reached its southern limit roughly 1500 ~TII north of the WIPP, was 
approximately twice that of the present (Figure 1). Mean annual temperatures may have been as 
much as 5°C colder than at present. 

Glacial periodicities have been stable for the last 800,000 years (Milankovitch, 1941; Hays 
et al., 1976; Irnbrie et al., 1984; Imbrie, 1985). Barring anthropogenic changes in the Earth's 
climate, relatively simple modeling of climatic response to orbital changes in insolation suggests 
that the next glacial maximum will occur in approximately 60,000 years (hbrie and Imbrie, 
1980). The extent to which unprecedented anthropogenic climate changes may alter this 
conclusion is uncertain, but presently available models of climatic response to an enhanced 
greenhouse effect (e.g., Mitchell, 1989; Houghton et al., 1990) do not predict changes of a larger 
magnitude than those of the Pleistocene. Furthermore, published models do not suggest 
significant increases in precipitation in southeastern New Mexico following global warming 
(Washington and MeeN, 1984; Wdson and Mitchell, 1987; Schlesinger and Mitchell, 1987; 
Houghton et al., 1990). 

Relatively shorter-term climatic fluctuations in southeastern New Mexico have occurred 
throughout the Pleistocene and Holocene with periodicities on the scale of thousands of years 
(Figure 1). The causes of these nonglacial fluctuations are, in general, unknown, but 
paleoclimatic data indicate that precipitation may have approached glacial highs for relatively 
short periods at some times during the Holocene (Swift, 1993). Based on the past record, 
fluctuations of this sort are possible and perhaps Wceiy during the next 10,000 years. 

Numerical Modeling of Groundwater Flow 

The overall approach of the numerical modeling was to perform a series of simulations of - 
groundwater flow inthe strata overlying the Salado Formation &.uming a range of values for the 
hydraulic properties of the rocks, recharge rates, and changes in recharge rate with time. We 
examine the &nulation results to see how the lateral flow out of the of the Culebra within 



- the WIPP site change over the next 10,000 years. The uncertainty in the hydraulic properties of 
units other than the Culebra is large and the number of simulations that can be performed is 
limited. We therefore subjectively select combinations of hydraulic parameters that represent a 
broad range of possible responses to hture changes in recharge. 

CONCEPTUAL MODEL 

These numerical simulations are based on the widely-accepted concepts of regional 
groundwater flow in groundwater basins (Hubbert, 1940; Toth, 1963; Freeze and Witherspoon, 
1967). A groundwater basin is a three-dimensional closed hydrologic unit bounded on the bottom 
by an "impermeable" rock unit (actually a stratigraphic layer with much smaller permeabiity than 
the layers above), on the top by the ground surface and on the sides by groundwater divides. The 
upper boundary of the region of saturated flow is the water table. All rocks in the basin have 
finite permeability, i.e., hydraulic continuity exists throughout the basin. All recharge to the basin 
is by percolation of precipitation to the water table and all discharge from the basin is by flow 
across the water table to the land surface. Here, the term recharge is used as defmed by Freeze 
and Cherry (1979) to mean the entry into the saturated zone of water made available at the water- 
table surface, together with the associated flow away fiom the water table within the saturated 
zone. 

Dierences in the elevation of the water table across the basin provide the driving force 
for groundwater flow. The pattern of groundwater flow depends on the lateral extent of the 

--. basin, the shape of the water table, and the heterogeneity of the permeability of the rocks in the 
basin. Water flows along gradients of hydraulic head &om regions of high head to regions of low 
head. The highest and lowest heads in the basin occur at the water table at its highest and lowest 
points respectively. Therefore groundwater generally flows kom the elevated regions of the 
water table, downward across conf~ning layers (layers with relatively low permeabiiity), then 3 
laterally along more conductive layers, and 6ndy  upward to exit the basin in regions where the ,,' .,:, i . . I 

water table (and by association, the land surface) is at low elevations. 
, ..,. ~. :;d 
I ,+ 

., ~. ';. .., '" .. ., 
The position of the water table moves up and down in response to changes in recharge. *-,--i.y 

The water table can't rise higher than the land surface at any location. Seepage faces develop in 
areas where recharge is sufficient to maintain the water table at the land surface. It is through the 
development of seepage faces that the topography of the land surface impam patterns of 
groundwater flow. Seepage faces occur only in topographically low areas ifrecharge is low. In 
this case, groundwater flow is toward the seepage faces. The portion of a basin that is covered by 
seepage faces increases as recharge increases. Given a su£Eciently humid climate, the entire 
surface of a groundwater basin is covered by seepage faces. That is, the water table is 
everywhere close to the land surface. As groundwater flow adjusts to changes in recharge, the 
rise or fall of the water table is greatest under areas in which the elevation of the land surface is 
highest. 

Climate impacts groundwater flow by changing the amount of moisture that infiltrates 
.- and recharges the saturated zone. In our implementation of this conceptual model, changes in 



climate are represented as changes in the rate of potential recharge with time. We assume that 
more recharge occurs during cool wet climates than during hot dry climates. 

TOPOGRAPHY AND MODEL BOUNDARIES 

The lateral boundary of the numerical model for the WIPP region (Figure 2) coincides 
with selected topographic depressions and highs on the land surface. The boundary follows Nash 
Drawand the Pecos River valley to the west and south and the San Simon Swale to the east. The 
boundary continues up drainages and dissects topographic highs along the northern part of its east 
side. It is assumed that these boundaries represent groundwater divides whose position remains 
fixed over the range of past and future climates. There are other groundwater divides within this 
boundary. The positions of these additional divides might change with time and, in some cases, 
even their existence might be intermittent. The lower boundary of the model is the top of the 
Salado Formation and the upper boundary coincides with the land surface. 

Measurements of rock hydraulic properties are available for only a tiny hc t ion  of model 
because this area is much larger (it covers approximately 6000 square kilometers) than the 

covered by the site characterization. Values for these properties are inferred fiom geologic 
observations and conceptual models of how geologic processes have altered hydraulic properties. - 

The strata above the Salado are layered and there are large differences in . the . -  ease at which 
water can flow throuph the individual lavers. We conce~tualize the effect of the lavering on 
groundwater flow in &s of the hydro&atigraphic unik (Figure 3) dehed by pokersand Holt 
(1990). A hydrostratigraphic unit comprises one or more adjacent rock layers with s i a r  
hydrologic characteri~cs~ The powers and Holt class~cati& divides the Rustler Formation and 
overlying strata into 13 hydrostratigraphic units. Those hydrostratigraphic units that are relatively 
more permeable are referred to here as conductive units and those with very small permeability 
are called confining layers. The confining layers consist of anhydrite and halite. Dolomite layers 
form the conductive units. The codking layers are perhaps five orders of magnitude less 
conductive than the dolomite units. Dividing the Rustler and overlying strata into 10 stratigraphic 
units is sufficient to represent vertical heterogeneity at the regional scale. A detailed examinatioq 
however, would show that each of these units is also vertically heterogeneous. Heterogeneity 
within a hydrostratigraphic unit effects, for example, the transport of radionuclides along that unit. 

The hydrostratigraphic units account for vertical dierences in hydraulic properties. Such 
differences are due to the sedimentary processes that were active as these rocks were deposited. 
However, the hydrologic properties of these rocks also vary laterally. It is thought that post- 
depositional geologic processes caused the lateral variations. - Those processes that were 
accounted for in our assignment of hydraulic conductivity values are summarized below. 

Salado Dissolution. The top of the Salado Formation has been dissolved over large 



areas. This dissolution disrupts and fixtures Rustler strata and consequently increases 
their hydraulic conductivity to varying degrees. In the most extreme case, the Rustler 
breaks into blocks which rotate and are collapsed downward. In these regions, 
stratigraphic continuity is disrupted and vertical hydraulic conductivity increases to 
the extent that the Rustler does not behave hydrologically as a layered system. In 
other regions in which Salado dissolution is less extensive, stratigraphic continuity is - 
maintained but hcturing increases the hydraulic conductivitfof the more brikle 
carbonate and anhydrite &its. ,/- ;;+ < , : j $  

; '..: I:$ 
... !: 

Dissolution of Pore- and Fracture-Fig h4herals. Evaporite minerals (halite, ':, ': : ; ,F 
' 

L>' gypsum, or anhydrite) fl much of the pore space and fractures in intact Rustler units. ,*.* 

Over portions of the map area, moving groundwaters have dissolved these minerals '-.a- 

and have thereby locaIli increased hydr&c conductivity. For example, dissolution 
of cements and kacturd fillings is thought to be an impo&nt controi on the pattern 
of hydraulic conductivity of the Culebra dolomite in the vicinity of WIPP. 

Proximity to Halite Deposits. In regions where haiite deposits are present in the 
Rustler, halite replaces gypsum in the rock matrix and fills f7actures in units that 
underlie or overlie the halite deposits. The hydraulic conductivity in units affected by 
gypsum replacement and hc tu re  filling is possibly as low as that of the halite 
deposits. 

The regions aEected by the various geologic processes have been mapped into a series of 
zones. Figure 4 is a map of the extent of these zones. These zones, along with specification of 
hydrostratigraphic units, are used to infer the distribution of hydraulic conductivity values in 
numerical simulations. We use a two-step approach assign hydraulic conductivity values to cells 
within the numerical model. F is t  an "intact" conductivity value is assigned to each rock type. 
This value represents the hydraulic conductivity of that rock type before the effect of post- 
depositional processes. The intact values assigned changed %om simulation to simulation; the 
values used are given in Tables 1 and 2. Second, intact values are adjusted to reflect the impact 
of the post-depositional process in the zones shown in Figure 4. The amount of adjustment is 
based on measured values of hydraulic conductivity in each of these zones in the Culebra in the 
vicinity of the WlPP site. The following adjustments, in units of the logarithm of conductivity 
(ds) ,  are applied: 

upper Salado dissolution (zone 2), applied to dolomites and antrydrites: +1.0 

dissolution of ftacture fillings (zones 2 and 3), applied to dolomites: +1.5 

presence of halite in adjacent layers (zone 5), applied to the Culebra: -2.0 

RECHARGE RATES AND PATTERNS 



-. 
In dry environments, such as the WIPP site, the fundamental effect of climate change on 

groundwater flow is to influence the position of the water table. The position of the water table, 
along with the dismbution of the rock's hydraulic conductivity, determine flow directions and 
rates at depth. For this discussion, the process by which climate moves the water table can be 
divided into three parts, infiltration, percolation in the unsaturated zone, and recharge to the 
saturated zone. As discussed below, our model, and therefore the link between climate and 
groundwater flow, focuses on the last part, recharge to the saturated zone. 

Evapotranspiration potential greatly exceeds annual precipitation in southeastern New 
Mexico and only a small portion of precipitation infiltrates below the root zone. The relationship 
between the rate and spatial distribution of infiltration and climatic factors is complex. Infiltration 
depends, for example, on the temporal and spatial pattern of precipitation, soil and plant types, 
land surface slopes, surface drainage, wind speeds, and air temperature and humidity. We clearly 
do not know these details about the h r e  environment, nor do we need this information to 
estimate possible effects of climate on groundwater flow. Our model therefore does not consider 
the details of the interaction between climatic factors and infiltration. 

After infiltration, moisture is available to infiltrate downward toward the water table. The 
. 

pattern of flow is complex because the unsaturated hydraulic properties of the rocks are highly 
heterogenous and variable in time. Where the water table is at depth the net movement of water 
is downward, but the lateral components of flow are such that the spatial pattern of percolation at 
the water table is dierent than the pattern at the land surface. It is not possible or necessary to .- 

the unsaturated hydraulic properties at the scale of our model, nor do we need this 
to estimate possible effects of climate on groundwater flow. Our model does not 

in the unsaturated zone. 
. .. 

In these calculations, changes in climate are represented by changes in potential recharge 
at the water table. Potential recharge is the maximum amount of moisture available to rechwge 
the saturated zone. Actual recharge is equal to potential recharge in areas where the water table 
is at depth but can be less than ~otential recharge if the water table is near the land surface and a 
seepage face forms. The spatiaiand temporal distribution of potential recharge is specified as 
model input, but the distribution of recharne is a simulation result. We assume that ootential . . - 
recharge varies in time but is spatially uniform over the model domain because of the large 
uncertainty in its spatial distriiution and the relative insensitivity of model results to svatiallv- 
varying recharge. The rate of potential recharge used in these &nulations should be &ought of as 
the water available to recharge the water table as averaged over the area of a model cell (4 square 
kilometers) and long periods of time (hundreds of years). This conceptual averaging is consistent 
with the resolution in modeling natural systems at this scale. 

We vary potential recharge so that the hydraulic conditions range &om conditions that are 
similar to those of today (water table at depth) to the limiting conditions that could occur in times 
of seater  recharge (water table near the land surface). The values used for potential recharge are 
model specific in that they were selected to simulate a range of possible hydrologic conditions. 
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- The validity of the results does not rest on demonstrating that these values are the same as past 
or future actual values. However, the values used are certainly reasonable. The rates used in 
these calculations ranged from 0.2 to 2.0 mmtyear. The same range was determine8 by Campbell 
et al. (1996) using a chloride mass balance method to estimate localized infiltration rates at the 
WIPP site. They noted that these estimates are in agreement with studies in other similar geologic 
environments. In addition, we believe that these calculations provide the best possible estimates 
of the upper limit of recharge over large areas and long periods of time. 

Both steady-state and transient calculations were used to evaluate the effects of climate on 
groundwater flow. Effects are imptied from steady-state calculations by comparing results of 
calculations that diier only in the specified rate of potential recharge. These comparisons 
represent the maximum effect on flow that a change in recharge ftom one of the values to the 
other could have because the time lag in the response is not accounted for. Transient simulations, 
in contrast, show how the hydrologic system responds as the potential recharge changes with 
time. 

We make  NO assumptions about past recharge conditions 1) that times of maximum 
precipitation are also times of maximum recharge and 2) recharge in the late Pleistocene was 
sufficient to raise the water table to near the land surface. Therefore, recharge sufficient to raise 
the water table to the land surface was assumed at the start of the transient simulations (i.e., at 
14,000.years before present). We refer to this recharge rate as the late Pleistocene recharge rate. - The potential recharge was assumed to decrease to zero (the Holocene minimum recharge rate) 
over 6,000 years This portion of the recharge function represents the first-order feature 
precipitation record: that the average annual precipitation decreased starting about 
ago and reached a minimum about 8,000 years ago (Swift, 1993). 

The remainder of the recharge function (Figure 5), covering the period fiom 8,000 years - & '  J :( "'A 
ago until 10,000 years in the future, represents the historical short-term wet periods as well.= 
uncertainty about future precipitation rates and temporal patterns. The historical wet periods are 
represented by spikes in the recharge function that reach maximum recharge rates (maximum 
Holocene recharge rates) at 6,000, 4,000, and 2,000 years ago. Each spike has a duration of 
1,000 years. We use diierent rates for the maximum Holocene recharge rate to represent 
uncertainty in that value but, within a single simulation, assume the same maximum rate for each 
wet period. 

Because of uncertainty about the mannitude and duration of future climatic change. we - - .  
use two patterns for future recharge. Either pattern is possible, given the present state of 
knowledge about future climates, but neither is presented here as a prediction of the future state. 
Rather, the two patterns, and the of potential recharge within each pattern, 
provide a distribution that reasonably represents our uncertainty about the effects of possible 
& w e  climatic change on recharge. ~ o t h  recharge patterns assume that recharge be *eater 
at some time in the future than it is at present, and that present recharge is the same as its 
minimum Holocene value (zero for this analysis, as discussed below). Both recharge patterns also 
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- 
assume that the dominant effects on climate change during the next 10,000 years will be natural, 
rather than anthropogenic. In part, this assumption that natural effects will dominate is based on 
the observation noted in Section D that published model results suggest that ifanthropogenic 
global warming occurs it will not result in an increase in precipitation in southeastern New 
Mexico. Furthermore, regulatory guidance provided by the EPA indicates that consideration of 
climatic change should be limited to natural processes ( U S  EPA, 1996, p. 5277). 

The first recharge pattern considered in the analysis assumes that recharge will increase 
from its minimum value at the present to its maximum Holocene value 500 years in the future. 
Recharge is then held constant after this "step" increase, and this pattern is therefore referred to as 
the "step pattern" of future recharge. As discussed below, the maximum Holocene value is varied 
between simulations to characterize uncertainty about the magnitude of the maximum value. 
Conceptually, the step pattern corresponds to a future in which the climatic patterns of the 
Holocene are disrupted, and the climate either becomes continuously wetter or the frequency of 
alternations between wetter and drier climates becomes sufficiently high that the hydrologic 

is indistinguishable from that of a continuously wetter climate. Mechanisms that might 
precipitation pattern and their probability of occurrence are discussed in Section F 

.. - below. 

The second recharge pattern used in this analysis is simply a continuation ofthe observed 
pattern of the Holocene, with an oscillatory recharge function with peaks occurring 500,2,000, 
4,000, 6,000, 8,000, and 10,000 years in the future. We refer to this pattern as the Holocene 
pattern of future recharge. Conceptually, this pattern corresponds to a continuation of the 
variability of the Holocene, with aiternations of wetter and drier climates, and without major, 
first-order disruptions to the climatic cycles. The probabclity of occurrence of this pattern is 
discussed below in Section F. 

The values used for the late Pleistocene, Holocene minimum, and Holocene maximum 
recharge rates for the transient simulations are shown in Table 3. We assume as an initial 
condition at 14,000 years ago a flow field that had equilibrated to a late Pleistocene recharge rate 
of 2.0 mmlyr for all the transient simulations. This is a somewhat arbitrary rate that was selected 
to be large enough to maintain the water table near the land surface for all of the distriiutions of 
hydraulic conductivity considered. 

Values used for the maximum Holocene rates of potential recharge are 0.2, 0.4, or 0.6 
d y r .  This range is limited to those values that are not so large that they result in unrealistically 
high simulated heads for the present time. The largest value also results in future conditions 
similar to those assumed for the late Pleistocene ifthe step recharge function is used. 

The choice to use a value of zero d y r  for the minimum Holocene recharge rate is also 
somewhat arbitrary, and is not intended to imply that the actual present recharge rate is zero. For 
modeling purposes, the only requirement imposed on the minimum Holocene recharge rate is that 
it is a non-negative number that is sufficiently less than the lowest maximum Holocene value used 



(0.2 rnmlyr) to result in diierent flow conditions during the wet and dry Holocene periods. Flow 
in the transient simulations never approach equilibration with the minimum Holocene recharge 
rate. The main effect of choosing a value of zero for this rate is to maximize the steepness of the 
sloped portions of the recharge function, and consequently, to maximize the simulated impact of 
climate change. 

MATHEMATICAL AND NUMERICAL MODEL 

The groundwater-flow equations are solved on the saturated domain Q, which is assumed 
to be an irregularly-shaped "box" with unknown moving top surface given by the water-table 
elevation Z, The interior equation for the domain Q is 

with K a spatially-dependent conductivity tensor, S, the specific storage coefficient. 

Zero-gradient boundary conditions are assumed on the sides and bottom of the domain. 
On the top portion of Q free-surface (or phreatic) boundary conditions are imposed (Bear and 

6 
Vermijt, 1987; Dagan, 1989; de Marsily, 1986). Because the location ofthe water-table is not 
known a priori, two boundary conditions must be imposed at the water-table: - - 

with N = -RVz being the vertical idtration rate. The first boundary condition is a statement that 
the pressure at the water-table surface is atmospheric. The second condition is the kinematic 
boundary condition (Bear and Vermijt, 1987) that assures that the flux nonnal to the surface is 
continuous. 

Ifthe recharge flux N is independent of time, an equilibrium or "steady-state" water-table 
develops. This condition physically represents the case of mass balance between fluid injected into 
the saturated zone by steady recharge and fluid lost due to the presence of seepage faces. For 
steady-state the SECOFL3D code uses the interior equation 

The equilibrium water-table position is embodied in the condition ahldf=O , which reduces the - 



kinematic boundary condition to 

This equation shows that, to &st-order. the equilibrium position reached in steady-state is'due to 
a balance between surface recharge and vertical flow. 

An additional complication in modeling fiee-surface groundwater flow is the need to 
simulate seepage flow wherein the water-table interacts with the land surface. The appropriate 
"seepage" boundary condition is (Bear and Vermijt, 1987; de Marsily, 1986): 

which replaces the condition (2). The kinematic condition (3) is not enforced at seepage faces. 

The kinematic condition is applied wherever the water-table elevation is below the land 
surface. If the water-table elevation is the same as the land surface, the kinematic condition may 
need to be converted t o  a seepage face. -To determine whether the kinematic or the seepage 
boundary condition should be applied when the elevation of the water-table and the land surface 
are the same, we compute 

A 

U=R& +R)aWaz+Vh-KV~ 
(7) 

Since U=dhlat , its algebraic sign indicates whether the water-table is rising or falling 
at a particular location. If the water-table is at the land surface and U <  0 it is assumed that the 
water-table is freely falling and thus the kinematic condition is called for. If U 2 0 at the land 
surface, then the water-table is rising and the seepage condition is enforced as a Dirichlet . 
boundary condition in the linearized system. 

To solve these equations, the code SECOFL3D transforms the saturated domain onto a 
moving mesh to accommodate the changes in the domain with time. The transformed equations 
are then discretized using centered diierences on a finite volume, staggered mesh. Because the 
free-surface flow equations are non-linear, the set of discrete equations must be linearized. This is 
done by means of a Picard Iteration. Additional details concerning the numerical model are 
provided by Knupp (1996). 

The lateral extent of the model cells is 2 krn on a side. This discretization of hydraulic 
properties is appropriate for the scale of this model but is much less detailed the at the 
discretization used for distribution of Culebra transrnissivity in performance assessment 
calculations. For this reason, these simulations provide a &nd&ientally diierent level of 
resolution of the flow field than do the performance assessment calculations. 



PERFORMANCE MEASURE 

The Climate Index increases flow magnitudes by the same factor at all locations within the 
flow fields used in the PA calculations. The index is applied uniformly because these simulations 
do not have the resolution to calculate its dependence on position. In order to conserve mass, this 
condition requires that the total flow across the boundary of an arbitrary closed portion of the 
flow field change by the same factor. We use this relationship to choose the total lateral flow out 
(essentially equal to total flow out) of a portion of the Culebra that is approximately within the 
WIPP-site boundary as the performance measure to base the Climate Index on. This portion of 
the Culebra is referred to as the Culebra reference volume. The surface trace of the reference 
volume is a square that is about the same area as the WIPP site but is shifted slightly to the 
northwest relative to the position of the WIPP site. The UTM coordinates of the corners of the 
WIPP site are N3585057, E610496; N3585109, E616941; N3578681, E617015; and N3578612, 
E610566. The UTM coordinates of the surface trace of the reference volume are N~SS&O, 
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In analyzing simulation results, we are concerned with how future rates of total lateral 
flow out of the Culebra reference volume compare to the simulated present rate. We refer to this 
as the lateral-flow ratio. For transient simulations, this is the ratio of the total lateral flow out of 
the Culebra reference volume at a given time in the future to that quantity at the simulated present 
time. For example, Table 7 shows that for transient simulation 30, the rate of lateral flow out of 
the Culebra reference volume is 3335 m3Jyr at 10,000 years in the future. Table 6 shows that the ,--. value for this number is 2107 m3/yr at the simulated present time. The ratio of these numbers, as 
indicated in Table 8, is 1.6. This same vahe would be achieved by uniformly increasing the 
magnitude of lateral flow within the WIPP site by a factor of 1.6. Steady-state simulations, by 
dehition, do not provide the rate of lateral flow at dierent times. The lateral-flow ratios for 
Ready-state simulations (Table 5) are the ratios of total lateral flow out of the Culebra for pairs of 
calculations that diier only in their recharge rate. 

SUMMARY OF ASSUMPTIONS 

The main assumptions of the modeling approach are: 

the groundwater basin conceptual model is applicable, 

the lateral boundaries are flow divides (i.e. no-flow boundaries) during the period 
simulated, 

flow in the unsaturated zone can be neglected, and 

the flow system was equilibrated to a recharge rate sufficient to maintain the water 
table near the land surface at the start of the simulations. 



We performed 54 steady-state and 17 transient simulations (Tables 1 - 3). Results are 
presented in two formats: 

1) A s  mass balances over the Culebra reference volume. 

2) Head values for each hydrostratigraphic unit at the WlPP site are graphed versus time 
for six of the transient simulations. 

Steady-State Results 

Table 4 shows the mass balances over the Culebra reference volume for the steady-state 
simulations. This table shows the rate of total flow across the surface of the reference volume as 
well as the percent of the total that flows in or out across the top, base, and sides. For example, 
the amount of simulated vertical leakage across the top of the Culebra reference volume ranges 
fiom 1.4 to 97.8 percent of the total inflow. More than 97.4 percent of the outflow fiom the 
Culebra reference volume is by lateral flow in all but one of the steady-state simulations. 

Table 5 shows the lateral-flow ratios for the 27 pairs of steady-state simulations that -. 

differ only in the value of potential recharge Each of these pairs includes a simulation with 
potential recharge equal to 2.0 rnrnlyr and a calculation with potential recharge equal to 0.2 
rnmlyr. The higher rate was sufficient to raise the water table at the center of the WIPP site to the 
land surface in all cases. In addition, the lower rate was sufficient to raise the water table to the 
surface in simulations 3, 12, and 21. The lateral-flow ratios for the pairs of steady-state 
simulations range from 0.7 to 5.5.  

We use the vertical dierences in head near the center of the WPF' site as an indicator of 
whether or not a particular set of hydraulic properties could be representative of actual - _ 
conditions. Figure 6 shows the simulated elevation of the water table and values of hydraulic 
head in the Magenta and Culebra near the center of the WIPP site for the 27 simulations that 
assume a recharge rate of 0.2 m/yr. (We use the simulations with the lower recharge rate because 
these results best approximate actual present-day conditions.) Each graph in this figure presents 
head profiles from three simulations as a function of anhydrite conductivity. For each value of 
anhydrite conductivity in each graph, the three data points are the water table (upper point), " 

Magenta head, and Culebra head (lower point). In each of the steady-state calculations, the 
diierence in head between these units decreases a s  the conductivity of the anhydrite layers 
increases. Also, the difference in head between units is less than 10 m for all simulations that 
assume a value of 2 x lo4 mls for the conductivity of the Dewey LakeTriassic rocks. 

The simulated dierences in head can be compared to observed dierences. The actual 



difference in fresh-water head between the Culebra and the Magenta is about 40 m. The 
difference between the head in the Magenta and the estimated position of the water table is 20 m. 
Using these numbers as guides, those simulations in which hydraulic conductivity of intact 
anhydrite is 1x10-'I mls or the conductivity of the Dewey Lakflriassic rocks is 2 x 1 0 ~  stand out 
as resulting in unrealistically small diierences in head. We have therefore excluded the lateral- 
flow ratios *om these calculations (simulation pairs 1128, 4131,7134, 8/35, 9/36, 10137, 13/40, 
16/43, 17/44, 18/45, 19/46,22/49,25/52,26/53, and 27/54) from consideration in determining 
the distribution of the Climate Index. 

Transient Results 

Vertical profiles of hydraulic head versus time provide an intuitive illustration of the 
effects of the recharge function on groundwater flow. A series of such graphs are presented in 
Figures 7, 8, and 9. These simulations use the same hydraulic properties (the properties for 
transient simulation number 30) and diier only in the pattern of fUhlre recharge and the maximum 
rate of Holocene recharge. In these figures, the upper-most line is the water table and the lower- 
most line represents head in the Culebra. The seven lines in between show head in the seven 
hydrostratigraphic units between the Culebra and the Dewey Lake. The order of the head lines is 
the same as their stratigraphic order. 

- 

Figure 7 (top), for example, shows the simulated hydraulic head with time ifthe maximum - Holocene recharge is 0.2 rnmlyr and the step pattern is used for future recharge. This graph 
illustrates several important aspects of the long-term behavior of the hydrologic system. Fist, the 
water table remains level for about 4,200 years after the start of the simulation. The water table 
does not drop even though the rate of potential recharge decreased over this time because over 
most of the range in change of recharge, the recharge is more than sufficient to maintain the water 
table at the land surface at WiPP. However, head in the Culebra decreased from the start of the 
simulation. This shows that flow in the Culebra responds to changes in the regional-scale flow 
system caused by the water table dropping faster in other parts of the model domain. once; the 
water table becomes a free-surface ~;WIPP, heads in all layers begin to decrease more rapidly. 

The overall trend over the first 14,000 years of the simulation was a decrease in the 
elevation of the water table and the heads in all strata. The water table dropped about 80 m and 
head in the Culebra dropped about 35 m. This overall trend reflects the decline in the rate of 
potential recharge from 2.0 to 0.0 rnmfyr over the first 6,000 years of the s i i a t i o n .  
Superimposed on the trend are short-term increases in heads that correspond to the periodic 
increases in potential recharge. The times of maximum head lag about 300 years behind the 
corresponding peaks on the recharge function. 

Heads, in this simulation, increase continuously after the simulated present time. This 
increase represents the flow systems attempt to equilibrate with a recharge rate of 0.2 m d y r  that 
was assumed to occur for the simulated time period between 500 and 10,000 years in the future. 
Heads are still increasing at the end of the simulation. Given sufficient time, these heads would 



reach the equilibrium elevations of steady-state calculation number 14. 

Tables 6 and 7 show the mass balance for the Culebra reference volume at the present 
time and at 10,000 years in the future respectively. Table 8 shows the lateral-flow ratios at 
10,000 years for each of the 17 transient simulations. These numbers range &om 0.8 to 2.1.>As 
can be inferred 6om the graphs of head versus time, the lateral-flow r d o  reaches a maximum 
value at 10,000 years ifthe step pattern is used for fiture recharge. This is not the case if the 
Holocene pattern is used. We have therefore calculated the lateral-flow ratio as a function of time 
for the six transient simulations that use the Holocene pattern and graphed those results in Figure 
10. 

Figure 10 (top) shows the lateral-flow ratio for two sets of simulations (41,42, and 43) 
that diier only in the value used for maximum Holocene recharge. This time-trace clearly shows 
the effects of the Holocene wet periods superimposed on the long-term decline of the lateral-flow 
ratio. The high frequency signature of the wet periods dominate the trend if the maximum 
Holocene recharge is 0.4 or 0.6 mrnJyr. The long-term trend is more important if the recharge 
rate is 0.2 mm/yr. The lateral-flow ratio is less than 1 over nearly the entire 10,000-year future 
period at this lower maximum Holocene recharge rate. The trend in the lateral-flow ratio is - 
similar for simulations 44, 45, and 46 (bottom). 

F. Rationale for the Distribution for the Climate index - 
. . -  

Future Precipitation 

Mechanisms that might produce a climate change corresponding to the step pattern of 
recharge are speculative. Based on the past climatic record, initiation of a new cycle of global 
cooling leading eventually to glaciation is possible within the next 10,000 years, and could . 
perhaps disrupt the Holocene climatic patterns of southeastern New Mexico. However, a return 
to the full-glacial conditions of the late Pleistocene, in which the climate of southeastern New 
Mexico was affected by a continental ice sheet extending southward into the Great Plains, is not 
plausible within the next 10,000 years. Temperatures at high latitudes may have fluctuated 
abruptly during the late stages of the last major interglacial period approximately 120,000 to 
110,000 years ago, but it is likely that climatic effects were less at lower latitudes Qansgaard et 
al., 1993). Evidence fiom oxygen isotope ratios in ice cores and gases trapped within them 
indicates that changes in the total volume of continental ice sheets at the end of the last 
interglacial period do not correlate with changes in polar temperatures (hynaud et al., 1993). 
Consideration of the oxygen isotope record £rom oceanic sediments suggests that major growth in 
continental ice sheets did not occur until late in the last glacial period, many tens of thousands of 
years after the end of the last interglacial (Imbrie et al., 1984). -Relatively little is known about 
precipitation patterns in southeastern New Mexico during the early stages of glacial advance, but, 
as discussed in Section D, the wettest climate did not occur until the continental ice sheet reached 
its greatest extent approximately 20,000 years ago (Swift, 1993). Climatic changes near the 



- WIPP early in a glacial period, before the full growth of the continental ice sheet and the 
consequent disruption and southward shift of the jet stream, would presumably be less extreme 
than those of the glacial maximum. Based on these observations, we believe the step recharge 
function, which represents a radical disruption of the climatic pattern of the Holocene, is relatively 
unlikely, and we assign it a 0.25 probability of occurrence. 

Mechanisms that produce the climatic variability observed in the Holocene are not well 
understood, but fluctuations analogous to those seen in the precipitation record for southeastern 
New Mexico (Swift, 1993) are also observed in Greenland ice cores (O'Brien et al., 1995). Solar 
variability, changes in oceanic circulation patterns, and volcanic activity are all proposed as 
factors that may have influenced Holocene climatic fluctuations (Stuiver et al., 1995). Causal 
relationships between these factors and precipitation at the WIPP are not proposed here, and we 
do not believe it is useful for this purpose to attempt direct prediction of h r e  climate changes. 
However, based on the observation that there is no basis for assuming that the frequency of any 
natural factors influencing Holocene climatic variability will change in the next 10,000 years, we 
believe that it is reasonable to  assume that such changes will continue to occur. The Holocen 
recharge pattern is therefore assigned a 0.75 probabity of occurrence. 

Effects on Groundwater Flow 

In the previous section we presented the rationale for assigning a 0.75 probability to a 
continuation of the Holocene pattern of recharge to the future and a 0.25 probabity to a fbture .- 
recharge pattern that is represented by the step pattern. The objective of this section is to present 
the rationale for the distributionif the Climate Index for each of the two h r e  recharge patterns. 

FUTURE REPRESENTED BY THE STEP RECHARGE FUNCTION 

Simulations using the step recharge function for the future show a smooth increase-in 
heads and lateral flow rates in the future. Consequently the lateral-flow ratio reaches its 
maximum value at the end of the simulation (at 10,000 years). We use this value to represent the 
future change in lateral flow rates in these simulations. 

We k s t  consider the uncertainty in the maximumHolocene recharge rate. Two sets of 
sirnuiations address this uncertainty. ~ g c h  set has dved hydraulic properti& and contains 
simulations assuming values of maximum Holocene recharge of 0.2, 0.4, and 0.6 d y r .  The first 
set consists of siimul&ons 30, 37, and 38. The lateral-flow ratios for these simulations are 1.6, 
1.7, and 1.6. These ratios show little sensitivity to the maximum rate of Holocene recharge. The 
second set of simulations, numbers 32,39, and 40, have lateral-flow ratios of 1.6,2.1, and 2.1. 
These simulations show larger ratios for maximum recharge rates of 0.4 and 0.6 d y r .  The 
range of values for the lateral-flow ratios for these six simulations is 1.6 to 2.1. In order to 
reflect what we believe is an appropriate level of resolution for these results, we use 0.25 as the 
smallest increment of the lateral-flow ratio when specifying its probability distribution. We 

- tentatively assign a distribution ranging from 1.5 to 2.25 with equal probability of all values. 



The six simulations on which we have based the tentative distribution consider only two 
sets of hydraulic properties. We next examine results from a series of 7 simulations (numbers 30, 
through 36) in which the maximum Holocene recharge is fixed at 0.2 mm/yr but the hydraulic 
properties are different in each case. The hydraulic properties of the sets were selected to 
represent an extensive range of possible hydrologic responses. As shown in Table 8, the lateral- 
flow ratios for these simulations are, in the order of the simulation numbers, 1.6, 1.2, 1.6, 2.0, 1.4, 
1.4, and 1.0. These results suggest that the range of lateral-flow ratios is not altered very much if 
a larger range of hydraulic properties is considered. I€ anything, these results suggest that the 
lower limit of the range should be decreased from 1.5 to 1.0. We choose not to  alter the tentative 
distribution to reflect this larger range. 

Finally, there are 12 pairs of steady-state simulations that provide additional information 
about the sensitivity of the lateral-flow ratio to the choice of hydraulic properties. These are the 
pairs, 2/29, 3/30, 5/32, 6/33, 11\38, 12/39, 14/41, 15/42, 20147, 21/48, 23/50, and 24/S 1. The 
other 15 pairs of steady-state simulations listed in Table 4 have an anhydrite conductivity of ix 
lo-" andor a conductivity of 2 x lo4 m/s for the Dewey IakelTriassic rocks. As noted above, 
these choices of rock properties result in unrealistically small vertical gradients of head and are 
therefore not considered to be representative. The lateral-flow ratios for the 12 representative 
pairsare,intheorderlisted, 1.4, 1.5, 1.8, 1.1, 1.1,  1.0, 1.1, 1.0, 0.9,0.7, 1.0,and0.8. Usinga 
rationale similar to that for the transient simulations for various hydraulic properties, we choose 

ot to modii  the tentative distribution for the Climate Index for the step pattern used for future 
echarge. Therefore, this distribution remains as being uniform between 1.5 and 2.25. 

\# 
FUTUREREPRESENTEDBYTHE HOLOCENE RECHARGEFUNCTION 

There are 6 transient simulations (numbers 41 through 46) that use the Holocene pattern 
of future recharge. These diier from s i i a t ions  (numbers 30,37,38,32,39,40) used to 
determine the Climate Index for the future step recharge function only in the pattern of ?hire 
recharge; the hydraulic properties and the maximum Holocene recharge rates are the same as in 
the corresponding simulations. 

The Holocene pattern of &re recharge results in periodic increases and decreases of 
future heads and lateral flow rates that correspond to future wet and dry periods. Consequently, 
the lateral-flow ratio at the end of the simulation is not representative. Instead, of using a value of 
this ratio at a single time, we have calculated a continuous record of the lateral-flow ratio from 
the present time until 10,000 years in the future. These records are shown in Figure 10. As 
discussed above, the lateral-flow ratio is dominated by the effects of wet periods ifthe Holocene 
recharge function is assumed. Presumably, future transport of radionuclides in the Culebra would 
be slightly faster during those time in which lateral flow is faster. Although, these results suggest 
that a representative future lateral-flow ratio could be as low as 0.9, we will assume 1.0 as the 
lower range in the spekiied distribution. We specify a distribution ranging from 1.0 to 1.25 with 
equal probability of all values for the Holocene recharge function. 
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