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ABSTRACT 

This document is for users of a computer program developed by 
the authors at Sandia National Laboratories. The computer program 
is designed to be used in conjunction with sensitivity analyses 
of complex computer models. In particular. this program is most 
useful in analyzing input-output relationships when the input has 
been selected using the Latin hypercube sampling program developed 
at Sandia (Iman and ShOKtenCarier. 1984). The present computer 
program calculates the partial correlation coefficients and/or 
the standardized regression Coefficients from the multivariate 
input to, and output from. a computer model. These coefficients 
can be calculated on either the original observations or on the 
ranks of the original observations. The coefficients provide 
alternative measures of the relative contribution (importance) of 
each of the various inputs to the observed output variations. 
Relationships between the coefficients and differences in their 
interpretations are identified. If the computer model output has 
an associated time OK spatial history then the computer program 
will generate a graph of the coefficients over time or space for 
each input-variable, output-variable combination of interest, thus 
indicating the importance of each input over time or space. The 
computer program is user-friendly and written in FORTRAN 77 to 
facilitate portability. 
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1. PARTIAL CORRELATION AND STANDARDIZED REGRESSION COEFFICIENTS 

Introduction 

Sensitivity studies associated with computer models are fre- 
quently accomplished by making computer runs with the model on 
the basis of input selected in one of several different ways. 
One of these ways is a simple parametric approach that proceeds 
by varying only one input at a time while holding all other 
inputs fixed at some nominal value. Such an approach frequently 
is not cost effective and the results are conditional on the 
choice of the nominal values. 

Another approach is to Select the input on the basis of an 
experimental design. A design frequently selected f o r  use with 
computer models is a fractional factorial where each input is 
KepreSented by fixed levels such as IlhighI' or "low" and the 
inputs are paired orthogonal to one another, i.e. all pairwise 
correlations among the inputs are ZeKo. Such designs produce 
reliable sensitivity results if the output behaves in a linear 
fashion with respect to the input. If the behavior is nonlinear 
then it is necessary to use more levels with each input such as 
Ilhigh". tlmedium't and ''10~'~ or to alter the design in some manner 
that includes a denser selection of each of the inputs. As the 
number: of levels increases it becomes necessary to make more 
computer runs. If runs are costly this can inhibit the use of 
such an approach to selecting the values of the inputs. Other 
questions that may contribute to the analyst's decision as to 
whether OK not to use an experimental design include: (1) Are the 
inputs known to be correlated with one another? (2) Are estimates 
of means, variances. quantiles and cumulative distribution func- 
tions of the output desired as part of the analysis? ( 3 )  Are 
scatterplots of each input versus each output desired to aid in 
discovering relationships such as discontinuities between input 
and output that might not otherwise be easily detected? 

An alternative approach to selecting input is simple Monte Carlo 
or restricted Monte Carlo. Such an approach has the advantage 
that it can easily be Structured to address the three previous 
questions. A detailed comparison of the advantages and 
disadvantages of various methods of selecting input can be found 
in Iman and Helton (1985). 

When using a Monte Carlo type approach. the analyst must be 
willing to give up the orthogonality of fractional factorial 
designs. However, if the input has been selected in an 
orthogonal manner then there is little need for the use of the 
program described in this report. That is, the program 
described in this report is most Useful in conjunction with a 
Monte Carlo study. Such would be the case with input generated 
by the Latin hypercube sampling program at Sandia (Iman and 
Shortencarier, 1984). 

-1- 

__ll, I I__.-. I .... -- 
/ /  , , .. .. , ~~ .I 1.1 . . . . ,', . 



Once the input has been selected and computer runs completed in 
a Monte Carlo study. it is necessary to quantify the sensitivity 
of the output to each of the inputs. This report describes how 
to use a computer program (PCC/SRC) developed at Sandia National 
Laboratories for measuring these sensitivities. Two closely 
related. but different, measures are presented. These are par- 
tial correlation coefficients (PCC) and standardized regression 
coefficients (SRC) computed on either the original observations 
OK on the ranks of the original observations. This program is 
particularly useful when there are a large number of inputs and 
several outputs having an associated time history. Both coeffi- 
cients are succinctly summarized for each output with respect to 
each input measured over time. 

Standardized Reqression Coefficients 

Sensitivity analysis in conjunction with Monte Carlo sampling is 
closely related to the construction of regression models which 
approximate the behavior calculated by the computer model. 
Suppose a computer model has inputs XI, . . .  Xk and output Y. 
After making n runs of the computer model, the multivariate 
observations (X1.i ,... Xki. Yi); i=1. . . . ,  n can be used to 
construct an approximate regression model of the form 

k 
? = b o +  b . X  . 

j =1 J j  

The constant bo and the grdinary regression coefficients bj 
are obtained by the usual methods of least squares. The ordinary 
regression coefficients are the partial derivatives of the 
regression model with respect to the input variables. However, 
these ordinary regression coefficients are easily influenced by 
the units in which the variables are measured, i.e., inches, 
feet, yards, miles. etc. Therefore, they do not provide a very 
reliable measure of the relative importance of the input 
variables. 

The problem arising with different variables being measured 
in different units can be eliminated by standardizing all vari- 
- ables used in the regression model as x* = (X - x ) / ~ ~  where 
X and sx are the usual sample mean and standard deviation, 
respectively. The previous regression model can be rewritten in 
the following standardized form, 

k * *  
Y* = bj Xj . 

j =1 
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The coefficients in this standardized model are called standard- 
ized regression coefficients. Such coefficients are useful since 
they can be used to provide a direct measure of the relative 
importance of the input variables. Of course, the reliability 
of these results is conditional on the degree to which the 
relationship between Y and X1. .... Xk is adequately described by 
the regression model. 

Adequacy of the Regression Model 

An important property of least-squares regression is that 

(Yi - = ($i - + ( ~ i  - +i)2 . 
i i i 

Simply put, this means that the total variation in Y can be 
represented as the sum of the variation due to regression on the 
X's and the variation due to lack of fit by the regression model. 
This expression provides for a convenient way to measure the 
adequacy of the regression model as 

R2 = (i, - y )  2 / C (Y1 - y )  2 . 
Y I I 

R# varies between 0 and 1 and is called the coefficient of 
determination. Thus, R S  provides a measure of the percent 
of the variation in Y explained by regression on the X I S .  
Regression analysis is often performed in a stepwise fashion in 
which a sequence of regression models is constructed by adding 
one input variable at each step until all significant input 
variables have been included in the model. The Order in which 
the input variables are added to the regression model is deter- 
mined by the magnitude of the partial correlation coefficients. 
More details on stepwise regression can be found in the user's 
guide for the stepwise regression program in use at Sandia (Iman, 
Davenport, Frost and Shortencarier, 1980). 

Partial Correlation Coefficients 

The sample correlation coefficient provides a measure of the 
linear relationship between Y and Xj. If this correlation 
coefficient is denoted by ryj, then maxlryjl can be used to iden- 

tify the input variable having the strongest linear relationship 
with Y. This variable would be used as a starting point to build 
a linear model which expresses Y as a function of the input 
variables. However, the identification of additional input 
variables to add t o  the linear model is not as easy since such 
additions are dependent on the variables already in the model. 

j 
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The partial correlation coefficient is a measure that explains 
the unique relation between two variables that cannot be 
explained in terms of the relations of these two variables with 
any other variables. Thus. it provides a means of identifying 
which additional variables could be added to the existing model. 

As an example, consider a linear model having only one input 
var ia ble , 

The residuals from this model are denoted by Yi - $i. The 
partial correlation for any remaining variable not in the model 
is found by computing the sample correlation coefficient between 
the residuals and that variable. Thus, a measure of linearity 
between any remaining variable and Y is obtained, given that an 
adjustment has been made for the variable(s) already in the 
model. Later in this section, a mathematical relationship is 
established between the partial correlation coefficient and the 
standardized regression coefficient. 

Rank Transformation 

When nonlinear relationships are involved, it is often more 
revealing to calculate standardized regression coefficients and 
partial correlation coefficients on variable ranks than on the 
actual values for the variables: such coefficients are known as 
standardized rank reqression coefficients (SRRC) and partial rank 
correlation coefficients (PRCC). Specifically, the smallest 
value of each variable is assigned the rank 1, the next smallest 
value is assigned rank 2, and so on up to the largest value which 
is assigned the rank n, where n denotes the number of observa- 
tions. The standardized regression coefficients and/or partial 
correlation coefficients are then calculated on these ranks. 

Matrix Formulation 

Suppose a computer model has inputs XI, .. .,Xk and output Y. 
After making n runs of the model with varying input, a 
correlation matrix between the input and output is computed f o r  
a given point in the output time history (assuming that the 
output produces a time history). Let the correlation matrix be 
represented as follows, 
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where rij, 1 5 i, j 5 k is the sample correlation coefficient 
between inputs Xi and Xj while is the sample 
correlation coefficient between Y and X;Yj The value of ryj 
is computed by the following equation, 

n n n 

Further, let the symmetric matrix C be partitioned into subma- 
trices as indicated by the dashed lines within the C matrix. 
That is, 

= I::: 
r 

1 

where C11 is k x k. C12 is k x 1 and C21 = Ci12 since C is sym- 
metric. From Theorem 8.2.1 in Graybill (1969). the inverse of 
the symmetric matrix C can be written as 

- c c 1 - l  r c 1 1  12 21 

Both the SRCs and the PCCs can be derived directly from C-1. The 
The k x 1 vector of SRCs is found as B = CiiC,,. Furthermore, if 
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Y is regressed on X1,...,Xk, the model coefficient of determina- 

tion, R 2 is found as C 2 1 C ~ ~ C 1 z .  This information allows C-l to Y 
be written as follows. 

c-1 = 

I- 

- 

lk . . .  C 12 C 2 l/(l-Rx ) 

I 
I 

1 

2k C 
l/(l-Rx 2 ) ... 

- 

2 21 C 

I 
I . . .  ..I ... . . .  

2 1  

- _  - - - - _ - _ _ - - - - - _  L _ _ _ _ _ - _ _ _ _ _ _  
. . . l/(l-Rx ) 

k k2 C 'kl 

-Bl/(l-R 2 ) -B2/(1-R 2 ) . . . -Bk/(l-R Y Y 

- C C 3-1 I I C 1 1  12 2 1  

2 
Y I -B'/(l - R ) 

L 

1 

2 1/(1 - RY) 

The diagonal elements of [C,, - C1ZC21]-1contain the coefficients 
of determination, R2 , corresponding to regressing X on Y and the 

remaining XIS. Specifically, the diagonal elements are l/(l--Rx ) .  

Therefore, C can be written in expanded form as follows. 

j 
2 j 

X 

j 

j -  where B is the SRC f o r  X 
j 

The PCC for X; and Y is obtained directly from C-l as 
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Therefore, the PCC can be written as 
2 

X jY 2 2 = B /3 (1) 
B./(l-R ) 

- - 
j P 

[l/(l-Rx 1 1  C1/(l-Ry)l 
j 

Equat 

This 
j. 

ion (1) shows the close relationship between p and B 
X j Y  

formula holds as long as R 2  < 1. If the X's and Y ' s  have Y 
been standardized, then equation (1) can be written in another 

is the variance of X conditional on form by noting that 1 - Rx 

y and the remaining XIS. Also, 1 - R2 is the variance of Y condi- 

tional on the XIS. This allows (1) to be rewritten in the alter- 
nate form 

j j 

Y 

Example 

As an example to illustrate the preceding discussion, consider a 
model with four inputs XI. .... X4 and output Y which produces the 
following correlation matrix C. 

1.0000 -2286 -.8241 -.2454 I -7307 

-.e241 -.1392 1.0000 .0295 i-.5347 I -. 2454 -. 9730 .0295 1.0000 I -. 8213 

I 

I 
-2286 1.0000 -.1392 -.9730 I -8163 

c =  

The corresponding inverse is 

59.5004 112.8185 43.5726 94.8764 1-34.3504 
I 

112.8185 272.0920 107.1087 264.8053 -29.7896 

43.5726 107.1087 47.2565 111.5646 -2.3752 

94.8764 264.8053 111.5646 286.2671 9.2780 

I I I 

c-1 = 
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The value 1 - R2 is found as the reciprocal of C-l (5.5) Or Y 
1/56-7671 = .0176. The SRCs are found by multiplying the first 
four elements in the last Column of Cql by -(1 - R ) to get 2 

Y 

B' = C.6051 .5248 .0418 -. 16341 

The values 1 - R g  are obtained from the reciprocals of the first 

diagonal elements of C - l .  Thus, from equation (1) the partial 
correlations are found as .5910, .2397, .0459 and -.0728. 

j 

Note that the output Y is most sensitive to X1 and the least 
sensitive to X3 as determined from both the SRCs and the PCCs. 
Although the rankings of the inputs by their sensitivity on the 
output are the same in this case and in most cases, it is impor- 
tant to recognize that they yield different types of information. 
SRCs are derived from a conditional univariate distribution, 
while PCCs come from a conditional bivariate distribution. PCCs 
allow one to judge the unique contribution that an explanatory 
variable can make. SRCs are equivalent to the partial deriva- 
tives of the standardized regression model. In order to illus- 
trate the difference, consider two cases for a linear model with 
three inputs. 

CASE I. 
PCC SRC 

Correlation Matrix i Y and Xi Y and Xi 

X2 .8 

x3 0 0 

Y .6 .6 

X1 x2 

CASE 11. 

.5 

x3 

Correlation Matrix 

X2 .8 

x3 0 0 

Y -666 .533 .5 

X1 x3 

1 .320256 .333 

2 .320256 - 3 3 3  

3 -645497 .500 

PCC 
i Y and Xi 

1 -585038 

2 .000602 

3 .670285 

SRC 
Y and Xi 

.665556 

-000556 

.500 



The difference between Cases I and 11 is small shifts in the cor- 
relation between Y and XI and between Y and X2. While the order- 
ing of the X's based on the size of the absolute values of the 
PCCs and SRCs are the same in Case I, they differ in Case 11. 
The difference is that the PCCs are measuring the unique or 
unshared contribution of each variable. The SRCs, on the other 
hand, parcel out the non-unique or shared contribution in a 
manner that is consistent with maximizing the explanatory ability 
of the chosen model. This allocation of shared explanatory power 
is model dependent. In Case XI, the SRCs correctly indicate 
that, in the fitted model, the partial derivative with respect 
to X1 is larger than that of either X2 or X3. The PCCs 
correctly indicate that the removal of X3 from the model would 
cause the greatest decrease in the explanatory power of the 
model. This is seen by noting that the coefficient of determi- 
nation, R2, falls from -693 to -443 when X3 is removed from 
the model, while it falls to -534 when X 1  is deleted. Thus, 
both measures are useful in diagnosing the importance of the 
variables. 

2. INPUT PARAMETERS 

The PCC/SRC program recognizes 20 keywords (no abbreviations 
allowed) which dictate the characteristics of the problem. These 
keywords are used to describe the type of analysis desired, to 
describe the structure of the input. file and to control the 
output. If the keyword requires accompanying numerical values 
or alphanumeric values, these values are input using 
list-directed read statements. 

The only restrictions on the keywords are that there can be no 
leadinq blanks and at least one blank must follow each keyword. 
Information required with any keyword may be continued from one 
record to the next as long as the continuation record begins 
with a blank. 

There are a number of internal checks built into the program to 
ensure that the input parameters have been correctly specified. 
In the event an improper specification is detected, an appro- 
priate message is printed and the execution of the program is 
terminated. 

The role of each keyword will now be explained. For purposes of 
illustration, Table 1 gives an example setup that uses 17 of the 
20 keywords. 



Table 1. Sample Setup Using 17 Keywords 

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8 
9. 
10 
11. 
12. 
13. 
14. 
15. 
16. 
17. 

TITLE 

NIV 

NDV 

TITLE SAMPLE SETUP FOR USING THE PCC/SRC PROGRAM 
NIV 6 
NDV 5 
NOBS 50 
STEPS 1 5 1 5 15 2 15 30 5 30 50 10 50 100 50 
PRCC 
SRCC 
FILE TYPE 2 
IND VARS 1 4 5 6 
DEP VARS 4 5 
XLABEL HEAT DELAY DECON LD50 PROPERTY MAGNITUD 
YLABEL EFAT EINJ DCST WBSOM CANCE 
TABLE CUTOFF .7 
PLOT CUTOFF - 8  
PLOT TITLE PRCC AND SRRC FOR CRAC2 
PLOT XLABEL TIME(M1NUTES) 
XLOG 

This keyword can be followed with alphanumeric data to help 
describe the application (see line 1 of Table 1). This 
information will be printed as a one-line header on each page 
of the output. This keyword is optional. If it is omitted, 
a blank header is generated at the top of each page of output. 

***This keyword is required.*** 

This keyword must be followed by a positive integer that 
specifies the number of independent variables (model inputs) 
on the input file. Line 2 of Table 1 indicates six indepen- 
dent variables. The maximum number of independent variables, 
currently 50, is easily changed (see Section 3 ) .  

***This keyword is required*** 

This keyword must be followed by a positive integer that 
specifies the number of dependent variables (model outputs) 
on the input file. Line 3 of Table 1 indicates five dependent 
variables. The maximum number of dependent variables, 
currently 20. is easily changed (see Section 3 ) .  

NOBS ***This keyword is required*** 

This keyword must be followed by a positive integer that 
specifies the number of observations on the input file. Line 
4 of Table 1 indicates 50 observations. The maximum number 
of observations, currently 100, is easily changed ( s e e  
Section 3 ) .  

- 10- 



STEPS 

This keyword must be followed by k ordered triples that 
specify the interval (usually time steps) between successive 
readings of a particular dependent variable. Line 5 in 
Table 1 indicates 5 ordered triples. The first ordered 
triple means that readings were made on each dependent vari-- 
able from step 1 to step 5 in increments of size 1. The 
remaining ordered triples indicate the next set of readings 
go from 5 to 15 in increments of size 2 ;  from 15 to 30 in 
increments of size 5; from 30 to 50 in increments of size 10; 
and finally, from 50 to 100 in an increment of size 50. This 
information serves two purposes within the program. First, 
it identifies the number of steps (usually time steps) asso- 
ciated with each dependent variable which in turn is used in 
reading the data. The second use is to determine the proper 
spacing on the horizontal axis of the plot of the PCC or 
SRC. If this keyword is omitted, it is assumed that there is 
only one step in which case no plots would be generated. The 
maximum number of ordered triples, currently 10, and the 
maximum number of steps, currently 100, are easily changed 
(see Section 3 ) .  

***At least one of the next four keywords is required*** 

PCC 

The partial correlation coefficients are computed on the 
original observations when this keyword is used. This key- 
word can be used in conjunction with the keyword SRC in which 
case both the PCC's and SRC's are computed and appear jointly 
in the plots generated by the program. This keyword cannot 
be used in conjunction with the keywords PRCC and SRRC. 

SRC 

The standardized regression coefficients are computed on the 
original observations when this keyword is used. This key- 
word can be used in conjunction with the keyword PCC in which 
case both the PCC's and SRC's are computed and appear jointly 
in the plots generated by the program. This keyword cannot 
be used in conjunction with the keywords PRCC and SRRC. 

PRCC 

The partial correlation coefficients are computed o n  the 
ranks of the original observations when this keyword is used. 
This keyword can be used in conjunction with the keyword SRRC 
in which case both the PRCC's and SRRC's are computed and 
appear jointly in the plots generated by the program. This 
keyword cannot be used in conjunction with the keywords PCC 
and SRC. This keyword is shown on line 6 of Table 1. 

-11- 
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SRRC 

c 

1 A l l  F i r s t  S t e p  
Independen t  For  A l l  - V a r i a b l e s  Dependent  

V a r i a b l e s  
NOBS 

The s t a n d a r d i z e d  r e g r e s s i o n  c o e f f i c i e n t s  a r e  computed on t h e  
r a n k s  of t h e  o r i g i n a l  o b s e r v a t i o n s  when t h i s  keyword i s  u s e d .  
T h i s  keyword c a n  be used  i n  c o n j u n c t i o n  w i t h  t h e  keyword PRCC 
i n  which case b o t h  t h e  PRCC's and  S R R C ' s  a r e  computed and 
a p p e a r  j o i n t l y  i n  t h e  p l o t s  g e n e r a t e d  by t h e  program. T h i s  
keyword c a n n o t  be used  i n  C o n j u n c t i o n  w i t h  t h e  keywords PCC 
and  SRC. T h i s  keyword i s  shown on l i n e  7 of T a b l e  1. 

L a s t  S t e p  
For  A l l  
Depend e n  t 
V a r  i a  b 1 e s 

F I L E  TYPE ***This Keyword i s  requ i r ed***  

T h i s  keyword must  be  f o l l o w e d  by a p o s i t i v e  i n t e g e r  t h a t  
s p e c i f i e s  one  of t h e  f i l e t y p e s  l i s t e d  below f o r  t h e  i n p u t  of 
t h e  i n d e p e n d e n t  and d e p e n d e n t  v a r i a b l e s .  A l l  f i l e s  a r e  
assumed t o  reside on d i s k  and be w r i t t e n  u s i n g  l i s t - d i r e c t e d  
w r i t e  s t a t e m e n t s .  If b o t h  i n d e p e n d e n t  and dependen t  v a r i a b l e s  
res ide  on  a s i n g l e  f i l e .  t h a t  f i l e  must be a s s i g n e d  t o  l o g i c a l  
u n i t  1. If t h e  i n d e p e n d e n t  and dependen t  v a r i a b l e s  a r e  on  
s e p a r a t e  f i l e s ,  t h e n  t h e  i n d e p e n d e n t  v a r i a b l e  f i l e  s h o u l d  be 
a s s i g n e d  t o  l o q i c a l  u n i t  1 and t h e  dependen t  t o  l o q i c a l  u n i t  
- 2 .  

1 - The i n p u t  f i l e  c o n t a i n s  b o t h  t h e  i n d e p e n d e n t  (X) and 
d e p e n d e n t  ( Y )  v a r i a b l e s .  The  f i l e  has  NOBS r e c o r d s  and 
each record has N I V  + NDV v a r i a b l e s  w r i t t e n  on i t  w i t h  a l l  
N I V  v a r i a b l e s  o c c u r r i n g  f i r s t ,  f o l l o w e d  by a l l  NDV 
d e p e n d e n t  va r i ab le s .  Each dependen t  v a r i a b l e  may have 
more t h a n  v a l u e  ( s t e p )  a s s o c i a t e d  w i t h  i t .  Thus,  t h e  Y 
p o r t i o n  unde r  t h i s  o p t i o n  would c o n t a i n  a l l  Y v a l u e s  f o r  
s t e p  1, a l l  Y v a l u e s  a t  s t e p  2 a r e  c o n c a t e n a t e d  a f t e r  s t e p  
1, and s o  on  u n t i l  a l l  s t e p s  a r e  i n c l u d e d .  The f i l e  c a n  
be r e p r e s e n t e d  a s  f o l l o w s :  

2 - The i n p u t  s t r u c t u r e  d i f f e r s  from o p t i o n  1 i n  t h a t  a l l  
s t e p s  f o r  t h e  f i r s t  d e p e n d e n t  v a r i a b l e  ( Y 1 )  a r e  f o l l o w e d  
by a l l  s t e p s  f o r  Y 2  and s o  on f o r  a l l  s t e p s  f o r  YNDV. 
The f i l e  c a n  be r e p r e s e n t e d  a s  f o l l o w s :  
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1 

- 
NOBS 

NSTEPS 

A l l  S t e p s  

YNDV 

A 1  1 A l l  S t e p s  
I n d e p e n d e n t  F o r  
Var iab les  Y 1  

1 

3 - Same a s  o p t i o n  1 e x c e p t  t h a t  X and Y a r e  assumed t o  r e s ide  
on  two separate  f i l e s  w i t h  X a s s i g n e d  t o  l o g i c a l  i n p u t  
u n i t  1 and Y t o  l o g i c a l  i n p u t  u n i t  2 .  

4 - Same a s  o p t i o n  2 w i t h  X and Y on two s e p a r a t e  f i l e s  (see 
o p t i o n  3 ) .  

5 - User must  s u p p l y  c o d i n g  t o  read i n p u t  i n t o  a r r a y s  X and y 
t h a t  a r e  d imens ioned  a s  f o l l o w s :  X ( N O B S , N I V )  and 
Y(NOBS,NDV. NSTEPS) where NOBS, N I V  and NDV have been 
d e f i n e d  p r e v i o u s l y  and  NSTEPS i s  t h e  number of s t e p s  a s  
a s c e r t a i n e d  f rom t h e  keyword STEPS. See S e c t i o n  3 of t h i s  
r e p o r t  f o r  c u r r e n t  d i m e n s i o n s  on these  a r r a y s  and i n s t r u c -  
t i o n s  on  how t o  modi fy  these d i m e n s i o n s .  S e c t i o n  3 a l s o  
c o n t a i n s  a n  example of a u s e r - s u p p l i e d  s u b r o u t i n e  t o  read 
i n  a f i l e  unde r  t h i s  o p t i o n .  

* - An a s t e r i s k  a t t ached  t o  a n y  of t h e  o p t i o n s  1 t o  4 a s  1" t o  
4 *  is u s e d  t o  d e s i g n a t e  two l e a d i n g  i n t e g e r s  on each r e c o r d  
a s s o c i a t e d  w i t h  t h e  i n d e p e n d e n t  v a r i a b l e s .  Such would be 
t h e  case i f  t h e  i n d e p e n d e n t  v a r i a b l e s  were g e n e r a t e d  f rom 
t h e  L a t i n  hype rcube  s a m p l i n g  program (Iman and 
S h o r t e n c a r i e r ,  1 9 8 4 ) .  

IND VARS 

T h i s  keyword must be f o l l o w e d  by a s u b s e t  of t h e  p o s i t i v e  
i n t e g e r s  1, 2. ..., N I V  t h a t  serves  t o  i d e n t i f y  which of t h e  
i n d e p e n d e n t  v a r i a b l e s  a r e  t o  be i n c l u d e d  i n  t h e  a n a l y s i s .  
L i n e  9 of T a b l e  1 shows t h a t  i n d e p e n d e n t  v a r i a b l e s  1, 4 ,  5 ,  
and  6 a r e  i n c l u d e d  i n  t h e  a n a l y s i s  and h e n c e ,  v a r i a b l e s  2 and 
3 a r e  e x c l u d e d  f rom t h e  a n a l y s i s .  If  t h i s  keyword i s  o m i t t e d ,  
a l l  N I V  i n d e p e n d e n t  v a r i a b l e s  a r e  i n c l u d e d  i n  t h e  a n a l y s i s .  

DEP VARS 

T h i s  keyword must b e  f o l l o w e d  by a s u b s e t  of t h e  p o s i t i v e  
i n t e g e r s  1, 2 ,  ..., NDV t h a t  serves  t o  i d e n t i f y  which  of t h e  
d e p e n d e n t  v a r i a b l e s  a r e  t o  b e  i n c l u d e d  i n  t h e  a n a l y s i s .  L i n e  
10 of Table  1 shows t h a t  d e p e n d e n t  v a r i a b l e s  4 and 5 a r e  
i n c l u d e d  i n  t h e  a n a l y s i s  and hence ,  v a r i a b l e s  1, 2 and 3 a r e  
e x c l u d e d  f rom t h e  a n a l y s i s .  If t h i s  keyword i s  o m i t t e d  a l l  
NDV d e p e n d e n t  v a r i a b l e s  a r e  i n c l u d e d  i n  t h e  a n a l y s i s .  
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XLABEL 

This keyword must be followed by identification labels for 
the NIV independent variables included in the analysis. The 
labels can each contain up to eight alphanumeric characters 
and are assumed to be in the order 1, 2 ,..., NIV. If this 
keyword is omitted, the generic labels X1, X2, . . . ,  XNIV are 
used. Line 11 of Table 1 shows the use of this keyboard. 

YLABEL 

This keyword must be followed by identification labels for 
the NDV independent variables included in the analysis. The 
labels can each contain up to eight alphanumeric characters 
and are assumed to be in the order 1, 2 , ..., NDV. If this 
keyword is omitted, the generic labels Y1, Y2, . . . ,  YNDV are 
used. Line 12 of Table 1 shows the use of this keyboard. 

TABLE CUTOFF 

This keyword must be followed by a real number p ,  0 1. p 5 1, 
which is activated when the keyword STEPS indicates more than 
one step. When more than one step is indicated under the PCC 
or PRCC options. a summary table is automatically generated 
that shows the largest partial correlation for each indepen- 
dent variable-dependent variable combination over all steps, 
provided that the absolute value of the partial correlation 
is 2 p .  Otherwise. a blank entry appears for the 
combination. Similar statements hold for the options SRC and 
SRRC. In the case of the pair PCC and SRC (or PRCC and SRRC) 
the table cutoff applies to the PCC (or the PRCC). Line 13 
of Table 1 shows that the partial rank correlation (since 
both PRCC and SRCC are requested) must be greater than o r  
equal to .7 in absolute value to appear in the table. If the 
value of p is set to 1, no table will be generated. If this 
keyword does not appear, the default value is set equal to .6. 

PLOT CUTOFF 

This keyword must be followed by a real number p ,  0 p 1. 1, 
which is activated when the keyword STEPS indicates more than 
one step. In such cases a plot of either the partial corre- 
lation coefficient or  the standardized regression coefficient 
(or both jointly) versus step number (usually time step) can 
be generated for each independent-dependent variable combina- 
tion. Since it is unlikely that all NIV x NDV plots would be 
desired, this keyword allows for some control over the number 
of plots created by generating plots only for those combina- 
tions for which the absolute value of the partial correlation 
coefficient or standardized regression coefficient is 2 p for 
at least one step. In case of the joint selection of PCC and 
SRC ( o r  PRCC and SRCC), the cutoff applies to the PCC (or the 
PRCC) as with the keyword TABLE CUTOFF. Line 14 of Table 1 
shows the value of p to be -8. If the value of p is set to 
1, no plots will be generated. If this keyword is omitted, 
the default value is .6. 
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PLOT TITLE 

This keyword must be followed by an alphanumeric string of up 
to 24 alphanumeric characters that serve as a title on each 
plot of the PCC or S R C .  If this keyword is omitted, no title 
will appear. Use of this keyword is illustrated on line 15 
of Table 1. 

PLOT XLABEL 

This keyword must be followed by an alphanumeric string of up 
to 24 alphanumeric characters that Serve as a label for the 
x-axis on each plot of the PCC or SRC. If this keyword is 
omitted, no label will appear. Use of this keyword is 
illustrated on line 16 of Table 1. 

XLOG 

When this keyword is present the x-axis will appear with a 
log 10 scaling. If this keyword is missing, the scale on the 
x-axis will be linear with respect to the information 
supplied with the keyword STEPS. 

YLZMITS 

The default limits for the Vertical axis of the graphs 
generated by this program are -1 and 1. This keyword allows 
the user to change the default limits by following the 
keyword with two values that the program will use 
respectively as a new lower limit and a new upper limit. 

Table 2 provides a summary of the required keywords and default 
values for the optional keywords. 
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TABLE 2 .  Keyword Summary 

R e q u i r e d  Keywords: 

N I V  
NDV 
NOBS 
F I LETYPE 
A t  l e a s t  one  of t h e  p a i r  PCC and SRC, o r  one  of t h e  

p a i r  PRCC and SRCC. 

D e f a u l t s  f o r  O p t i o n a l  Keywords: 

Keyword 
TITLE 
STEPS 
I N D  VARS 

DEP VARS 

XLABEL 
YLABEL 
TABLE CUTOFF 
PLOT CUTOFF 

PLOT XLABEL 
XLOG 
YLIMITS 

PLOT TITLE 

D e f a u l t  
B lank  
1 
A l l  NIV i n d e p e n d e n t  v a r i a b l e s  a r e  used  
i n  t h e  a n a l y s i s .  
A l l  NDV d e p e n d e n t  v a r i a b l e s  a r e  used  i n  
t h e  a n a l y s i s .  
G e n e r i c  l a b e l s  u s e d :  X1, X2, . . . ,  XNIV 
G e n e r i c  l a b e l s  u s e d :  Y1, Y 2 ,  ..., YNDV 
.6 
. 6  
B l a n k  
B l a n k  
L i n e a r  s c a l e  used  o n  x - a x i s .  
V e r t i c a l  a x i s  i n  g r a p h s  g o e s  f rom -1 t o  1 

3 .  MODIFYING THE COMPUTER PROGRAM 

U s e  of S u b r o u t i n e  USRINP f o r  Nons tanda rd  I n p u t  F i l .  

O c c a s i o n a l l y ,  t h e  u se r  may w a n t  t o  a n a l y z e  d a t a  f i l e s  t h a t  do 
n o t  match a n y  of t h e  f o r m a t s  s p e c i f i e d  i n  S e c t i o n  2 unde r  t h e  
keyword FILE TYPE. I n  t h i s  ca se ,  t h e  u se r  must  p r o v i d e  a sub-  
r o u t i n e ,  c a l l e d  USRINP, which  w i l l  r e a d  t h e  d a t a  f i l e s  i n t o  
t h e  X and Y a r r a y s .  The d a t a  f i l e s  must  be r e a d  s o  t h a t  t h e  
d a t a  a r e  s t o r e d  i n t o  t h e  a p p r o p r i a t e  l o c a t i o n s  i n  t h e  X and Y 
a r r a y s  wh ich  a r e  d imens ioned  a s  X(N0BS. NIV) and Y(NOBS, NDV, 
NSTEPS) where  NOBS i s  t h e  number of o b s e r v a t i o n s ,  NIV i s  t h e  
number of i n d e p e n d e n t  v a r i a b l e s ,  NDV i s  t h e  number of  depen-  
d e n t  v a r i a b l e s  and NSTEPS is  t h e  number o f  s t e p s .  I n  t h e  
example below,  t h e  i n d e p e n d e n t  and dependen t  v a r i a b l e  d a t a  a r e  
o n  s e p a r a t e  f i l e s  and  a r e  s t o r e d  o n e  o b s e r v a t i o n  p e r  r e c o r d  
f o r  e a c h  i n d e p e n d e n t  v a r i a b l e .  The d e p e n d e n t  v a r i a b l e s  a r e  
s t o r e d  o n e  o b s e r v a t i o n  p e r  r e c o r d  and i n  a d d i t i o n  a r e  s o r t e d  
by s t e p .  

-16- 



SUBROUTINE USRINP(X, Y) 
C*****SUBROUTINE USRINP IS PROVIDED BY THE USER TO INPUT DATA FILES 
C*****OF INDEPENDENT AND DEPENDENT VARIABLES THAT ARE OF DIFFERENT 
C*****FORMS THAN THOSE DESCRIBED IN THE USER MANUAL 
C*****THE COMMON AND DIMENSION STATEMENTS ARE REQUIRED 

COMMON /MAXDIM/ LENC. LENTC. LLAB, MXNDV. MXNINT, MXNIV, 
1 MXNOBS, MXNSTP 
COMMON/PARAM/LLN, LPCC. LPRCC. LSRC. LSRRC, LRAW, NDV, NIV, 
1 NINT, NOBS. NPLOTS. NSDV. NSIV, NSIVP1, NSTEPS. 
2 PC, TC, W I N ,  YMAX 
DIMENSION X(MXNOBS.MXNIV), Y(MXNOBS,MXNDV,MXNSTP) 

C*****READ IN THE INDEPENDENT VARIABLES 
DO 100 J=l,NIV 
DO 100 I=l, NOBS 

100 READ(1,") X(I,J) 
C*****READ IN THE DEPENDENT VARIABLES 

DO 200 K=l,NSTEPS 
DO 200 J=l,NDV 
DO 300 I=l,NOBS 

RETURN 
END 

200 READ(2.") Y(1,J.K) 

Redimens ioninq 

Section 2 indicated upper limits on the values of certain 
parameters. These were: 

1. the maximum number of observations, MXNOBS=100 
2 .  the maximum number of independent variables, MXNIV=50 
3 .  the maximum number of dependent variables, MXNDV=20 
4 .  the maximum number of ordered triples on the STEPS 

5. the maximum number of steps, MXNSTP=100 
parameter card, MXNINT=10 

These upper limits should be satisfactory for most situations. 
However, if any or all of these upper limits need to be adjusted, 
the new value(s) may be replaced in the PARAMETER statement found 
at the beginning of the main program. 

Graphics Output 

The plots generated by the program are produced using the DISSPLA 
graphics package (version 9.0. proprietary software package of 
ISSCO, San Diego, California). This package should be available 
on most machines. If DISSPLA is not available on the user's 
choice of machine or if, for for any reason, the user decides not 
to use DISSPLA. it will be the user's responsibility to change the 
graphics subroutine calls to reflect their choice of graphics 
package. The majority of these calls may be found in SUBROUTINE 
PLOT. 
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APPENDIX 

Example of Program Output 
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T h i s  a p p e n d i x  p r e s e n t s  o u t p u t  f rom t h e  computer  program. The 
p a r a m e t e r  s e l e c t i o n  f o r  t h i s  example is  g i v e n  i n  T a b l e  A i .  The  
f i r s t  l i n e  i n  T a b l e  A 1  g i v e s  t h e  t i t l e  t h a t  w i l l  a p p e a r  a t  t h e  t o p  
of each page of o u t p u t .  L i n e s  2 t h r o u g h  4 i n d i c a t e  t h a t  t h e  d a t a  
se t  c o n t a i n s  2 0  i n d e p e n d e n t  v a r i a b l e s ,  f o u r  dependen t  v a r i a b l e s ,  
and  a t o t a l  of 60 o b s e r v a t i o n s  on these v a r i a b l e s .  L i n e s  5 and 6 
i n d i c a t e  t h a t  both t h e  PCCs and t h e  SRCs  w i l l  be computed on t h e  
r a n k s  of t h e  o r i g i n a l  o b s e r v a t i o n s .  L i n e s  7 and 8 show t h a t  o n l y  
d e p e n d e n t  va r i ab le s  1 and 3 a l o n g  w i t h  i n d e p e n d e n t  v a r i a b l e s  1, 
2, 3 ,  1 3  and 20 w i l l  be  u sed  i n  t h i s  a n a l y s i s .  L i n e  9 shows a 
time h i s t o r y  w i t h  these o b s e r v a t i o n s ,  s c a l e d  f rom 5 t o  50 i n  s t e p s  
of  5 ,  f rom 50 t o  200 i n  s t e p s  of 10.  and f rom 200 t o  400 i n  s t eps  
of 20 .  The i n p u t  f i l e  is  i d e n t i f i e d  a s  t y p e  2 on l i n e  10. J o i n t  
p l o t s  of t h e  p a r t i a l  r a n k  c o r r e l a t i o n  c o e f f i c i e n t s  and t h e  s t a n d -  
a r d i z e d  r a n k  r e g r e s s i o n  C o e f f i c i e n t s  v e r s u s  time s t e p  w i l l  be 
g e n e r a t e d  f o r  each c o m b i n a t i o n  of i n d e p e n d e n t  v a r i a b l e  and 
d e p e n d e n t  v a r i a b l e  whose PRCC o v e r  a l l  t i m e  s t e p s  i s  a t  l e a s t  . 8 5  
i n  a b s o l u t e  v a l u e  a s  i n d i c a t e d  on l i n e  11. L i k e w i s e ,  a t a b l e  
w i l l  be  g e n e r a t e d  whose e n t r i e s  a r e  t h e  maximum v a l u e  o v e r  time 
( p o s i t i v e  o r  nega- t i v e )  of t h e  PRCC f o r  e a c h  c o m b i n a t i o n  of 
i n d e p e n d e n t  and depen-  d e n t  v a r i a b l e ,  p r o v i d e d  t h a t  s u c h  v a l u e  i s  
a t  l e a s t  .60 i n  a b s o l u t e  v a l u e  a s  shown on l i n e  1 2 .  A s i m i l a r  
t a b l e  w i l l  b e  c o n s t r u c t e d  f o r  t h e  S R R C s .  Note  t h a t  .60 i s  a l s o  
t h e  d e f a u l t  v a l u e  f o r  t h e  TABLE CUTOFF pa rame te r  a s  summarized i n  
T a b l e  2 of t h i s  r e p o r t .  Thus,  t h e  o u t p u t  i n  t h i s  example would 
be t h e  same, w i t h  O K  w i t h o u t  l i n e  1 2 .  L i n e s  1 3  and 1 4  g ive  
l a b e l s  f o r  t h e  p l o t s  w h i l e  l i n e s  1 5 ,  1 6  and 1 7  c o n t a i n  t h e  
l a b e l s  f o r  a l l  v a r i a b l e s .  

T a b l e  A l .  Parameter S e l e c t i o n s  f o r  Example Problem 

1. 
2. 
3 .  
4. 
5. 
6. 
7. 
8 .  
9. 
10. 
11. 
12. 
13. 
14. 
1 5 .  
16. 
17. 

TITLE TURClSS  SENSITIVITY ANALYSIS  
N I V  20  
NDV 4 
NOBS 60  
PRCC 
SRCC 
DEP VARS 1 3 
I N D  VARS 1 2 3 1 3  20 
STEPS 5 50 5 50 200 10 2 0 0  400 2 0  
F I L E  TYPE 2 
PLOT CUTOFF - 8 5  
TABLE CUTOFF -60 
PLOT T I T L E  T U R C l S S  S A  
PLOT XLABEL TIME ( S E C S )  
YLABEL POOLTEMP LOCATION HXFER DELTAX 
XLABEL TMALL TMFE GAMMA0 HFAL HFFE CKA CKB CKC PCCA BWATER 

EWATER SPONC MTCONC HFCONC MGOA MGOB MGOC DMGO G R I D L  VBUB 
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PAGE 1 OF THE COMPUTER OUTPUT 

This page echoes the values of the parameters associated with 
the keywords in Table Al. 

TURClSS SENSITIVITY ANALYSIS 

NUMBER OF NUMBER OF IND NUMBER OF NUMBER OF DEP 
IND VARS VARS SELECTED DEP VARS VARS SELECTED 

20 5 4 2 

NUMBER OF NUMBER OF CUTOFF FOR CUTOFF FOR DATA FILE 

60 3 5  0.600 0.850 2 
OBSERVATIONS STEPS TABLE PLOTS TYPE 

PARTIAL CORRELATION AND STANDARDIZED REGRESSION COEFFICIENTS WILL 
BE CALCULATED USING THE RANKS OF THE OBSERVATIONS 

INDEPENDENT VARIABLES DEPENDENT VARIABLES 
SELECTED FOR ANALYSIS SELECTED FOR ANALYSIS 

1 TMALL 
2 TMFE 
3 GAMMA0 
13 MTCONC 
20 VBUB 

1 POOLTEMP 
3 HXFER 
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PAGE 2 OF THE COMPUTER OUTPUT 

This page lists the actual values of the partial rank correla- 
tion coefficient. 
each of the five independent variables selected for this 
analysis for the dependent variable POOLTEMP. Thus, this page 
contains the coordinates used in making a plot of PRCC versus 
time for each independent and dependent variable combination. 
The last column contains the value of the model R-square for Y 
as discussed in Section 1. 

Table entries are listed by time step for 

TURClSS SENSITIVITY ANALYSIS 
PARTIAL RANK CORRELATION COEFFICIENTS VS STEPS 

DEPENDENT VARIABLE -POOLTEMP- 
UNITS = TIME (SEC) 

STEPS 
1 
2 
3 
4 
5 
6 
7 
8 
9 

1 0  
11 
1 2  
1 3  
1 4  
1 5  
1 6  
17  
1 8  
1 9  
2 0  
2 1  
22 
23 
2 4  
2 5  
2 6  
2 7  
2 8  
2 9  
3 0  
3 1  
32  
33 
34 
3 5  

UNITS 
5.00 
10 .0  
1 5 . 0  
2 0 . 0  
2 5 . 0  
30 .0  
35 .0  
40 .0  
45 .0  
50 .0  
6 0 . 0  
7 0 . 0  
8 0 . 0  
9 0 . 0  
100.  
110.  
1 2 0 .  
1 3 0 .  
1 4 0 .  
1 5 0 .  
1 6 0 .  
1 7 0 .  
1 8 0 .  
1 9 0 .  
200 .  
220 .  
240 .  
260 .  
2 8 0 .  
300.  
320 .  
340 .  
360 .  
380 .  
400 .  

TMALL 
0.29 
0.19 
0.12 
0 .07  
0 . 1 1  
0 . 1 1  
0.10 
0 . 1 1  
0.10 
0 .07  
0 .06  
0 .05  
0 .05  
0 .04  
0.02 
0.04 
0 . 0 1  
0.00 

- 0 . 0 1  
-0.03 
-0.05 
-0.08 
-0 .12  
-0.12 
-0.13 
- 0 . 1 1  
-0.08 
-0.06 
-0.07 
-0.08 
-0.12 
-0.12 
-0.12 
-0 .12  
-0.12 

INDEPENDENT 
TMFE GAMMA0 
-0.01 -0.63 
-0.07 -0.74 
-0.05 -0.78 
-0.06 -0.79 
-0.03 -0.78 
-0.03 -0.78 
-0.04 -0.78 
-0.05 -0.78 
-0.04 -0.77 
-0.02 -0.77 

0.00 -0.78 
-0.01 -0.78 

0.02 -0.78 
0.12 -0.77 
0 .24  -0.76 
0.36 -0.74 
0.53 -0.70 
0 .60  -0.66 
0 .66  - 0 . 6 1  
0 .70  -0.58 
0 .70  -0.54 
0 . 7 1  -0.49 
0 .74  -0.47 
0.78 -0.45 
0.82 -0 .44  
0 .84  -0.44 
0 .86  -0.44 
0.89 -0.44 
0 . 9 1  -0.42 
0.93 -0.38 
0.93 - 0 . 3 1  
0.94 -0.29 
0 .95  -0 .25  
0 .96  -0 .22  
0 .97  - 0 . 2 1  

VARIABLES 
MTCONC 

0.34  
0 .45  
0.48 
0 .50  
0 . 5 1  
0 . 5 1  
0.53 
0.55 
0 .56  
0.59 
0 . 5 9  
0.59 
0.59 
0.58 
0 .55  
0.52 
0.48 
0.38 
0.34 
0 . 3 1  
0.23 
0.19 
0 . 1 4  
0.12 
0.09 
0 .05  
0.03 
0 . 0 1  
0.02 

- 0 . 0 1  
-0.04 
-0.06 
-0.09 
-0.10 
-0.09 

VBUB 
-0 .49 
-0.68 
-0.78 
-0.82 
-0.84 
-0.84 
-0.85 
-0.86 
-0.86 
-0.86 
-0.86 
-0.86 
-0.86 
-0.86 
-0.84 
-0.83 
- 0 . 8 1  
-0.76 
-0.70 
-0 .66  
- 0 . 6 1  
-0.55 
-0.54 
-0 .53  
- 0 . 5 1  
-0 .48  
-0.42 
-0.38 
-0.35 
-0.32 
-0.28 
-0.28 
-0.26 
-0.27 
- 0 . 2 5  

R-SQUARE 
0.54 
0.70 
0.77 
0 .80  
0 . 8 1  
0 . 8 1  
0 .82  
0 .82  
0 .82  
0 .83  
0.83 
0.83 
0.83 
0.82 
0 . 8 1  
0.79 
0.77 
0 .73  
0 . 7 0  
0 .69  
0.67 
0.64 
0 .65  
0.69 
0.72 
0.75 
0 . 7 7  
0 . 8 1  
0 .84  
0 .86  
0.88 
0.89 
0 . 9 1  
0.93 
0.94 
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PAGE 3 OF THE COMPUTER OUTPUT 

This page ranks from 1 to 5 the absolute values of the PRCC 
at each time step listed on page 2 of the compufer output. 
This table allows one to quickly compare the relative impor- 
tance of the five independent, variables over time steps. 
Thus, it can be seen that independent variable TMFE is least 
important (rank 5) at early time steps but is most important 
(rank 1) at later time steps. 

TURClSS SENSITIVITY ANALYSIS 
RANKS OF PARTIAL RANK CORRELATION COEFFICIENTS VS STEPS 

DEPENDENT VARIABLE -POOLTEMP- 
UNITS = TIME (SEC) 

STEPS UNITS 
1 5.00 
2 10.0 
3 15.0 
4 20.0 
5 25.0 
6 30.0 
7 35.0 
8 40.0 
9 45.0 
10 50.0 
11 60.0 
12 70.0 
13 80.0 
14 90.0 
15 100. 
16 110. 
17 120. 
18 130. 
19 140. 
20 150. 
21 160. 
22 170. 
23 180. 
24 190. 
25 200. 
26 220. 
27 240. 
28 260. 
29 280. 
30 300. 
31 320. 
32 340. 
33 360. 
34 380. 
35 400. 

TMALL 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 

TMFE 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
4 
4 
4 
3 
3 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

INDEPENDENT 
GAMMA0 
1 
1 
1 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
2 
2 
2 
2 
2 
2 
3 
3 
3 

VARIABLES 
MTCONC 

3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 

VBUB 
2 
2 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
2 
2 
2 
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PAGE 4 OF THE COMPUTER OUTPUT 

This page lists the actual values of the standardized rank 
regression coefficient. Table entries are listed by time step 
for each of the five independent variables selected for this 
analysis for the dependent variable POOLTEMP. Thus, this page 
contains the coordinates used in making a plot of SRRC versus 
time for each independent and dependent variable combination. 
The last column contains the value of the model R-square for Y 
as discussed in Section 1. .................................................................. 

TURClSS SENSITIVITY ANALYSIS 
STANDARDIZED RANK REGRESSION COEFFICIENTS VS STEPS 

DEPENDENT VARIABLE -POOLTEMP- 
UNITS = TIME (SEC) 

STEPS 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 

INDEPENDENT 
UNITS TMALL TMFE GAMMA0 
5.00 0.20 -0.01 -0.55 
10.0 0.10 -0.04 -0.61 
15.0 0.06 -0.03 -0.60 
20.0 0.03 -0.03 -0.58 
25.0 0.05 -0.01 -0.55 
30.0 0.05 -0.01 -0.53 
35.0 0.04 -0.02 -0.53 
40.0 0.04 -0.02 -0.52 
45.0 0.04 -0.02 -0.51 
50.0 0.03 -0.01 -0.50 
60.0 0.02 0.00 -0.51 
70.0 0.02 0.00 -0.51 
80.0 0.02 0.01 -0.51 
90.0 0.02 0.05 -0.51 
100. 0.01 0.11 -0.51 
110. 0.02 0.17 -0.50 
120. 0.00 0.30 -0.46 
130. 0.00 0.38 -0.45 
140. -0.01 0.48 -0.42 
150. -0.02 0.54 -0.40 
160. -0.03 0.57 -0.37 
170. -0.05 0.60 -0.34 
180. -0.07 0.64 -0.31 
190. -0.07 0.70 -0.29 
200. -0.07 0.75 -0.26 
220. -0.06 0.79 -0.25 
240. -0.04 0.82 -0.23 
260. -0.02 0.86 -0.22 
280. -0.03 0.89 -0.18 
300. -0.03 0.91 -0.15 
320. -0.04 0.92 -0.12 
340. -0.04 0.93 -0.10 
360. -0.04 0.95 -0.08 
380. -0.03 0.96 -0.06 
400. -0.03 0.97 -0.05 

VARIABLES 
MTCONC VBUB R-SQUARE 
0.25 -0.38 0.54 
0.28 -0.50 0.70 
0.26 -0.59 0.77 
0.26 -0.64 0.80 
0.26 -0.67 0.81 
0.26 -0.69 0.81 
0.27 -0.69 0.82 
0.28 -0.70 0.82 
0.28 -0.70 0.82 
0.30 -0.71 0.83 
0.30 -0.70 0.83 
0.30 -0.70 0.83 
0.31 -0.69 0.83 
0.30 -0.70 0.82 

0.81 0.29 -0.68 
0.28 -0.68 0.79 
0.26 -0.65 0.77 
0.21 -0.60 0.73 
0.20 -0.53 0.70 
0.18 -0.48 0.69 
0.14 -0.44 0.67 
0.12 -0.40 0.64 
0.08 -0.38 0.65 
0.07 -0.35 0.69 
0.05 -0.31 0.72 
0.03 -0.27 0.75 
0.01 -0.22 0.77 
0.00 -0.18 0.81 
0.01 -0.15 0.84 
0.00 -0.12 0.86 

-0.01 -0.10 0.88 
-0.02 -0.10 0.89 
-0.03 -0.08 0.91 
-0.03 -0.08 0.93 
-0.02 -0.06 0.94 
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PAGE 5 OF THE COMPUTER OUTPUT 

This page ranks from 1 to 5 the absolute values of the SRRC 
at each time step listed on page 4 of the computer output. 
This table allows one to quickly compare the relative impor- 
tance of the five independent variables over time steps. 
Thus, it can be seen that independent variable TMFE is least 
important (rank 5) at early time steps but is most important 
(rank 1) at later time steps. ................................................................ 

TURClSS SENSITIVITY ANALYSIS 
RANKS OF STANDARDIZED RANK REGRESSION COEFFICIENTS VS STEPS 

DEPENDENT VARIABLE -POOLTEMP- 

STEPS 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
1 6  
1 7  
1 8  
19 
2 0  
21 
22 
23 
24 
25 
2 6  
27  
28  
29 
30 
31 
32 
33 
34 
35 

UNITS 
5.00 
10.0 
15.0 
20.0 
25.0 
30.0 
35.0 
40.0 
45.0 
50.0 
60.0 
70.0 
80 .0  
90.0 
100. 
110 .  
1 2 0 .  
130. 
140. 
150. 
160. 
170. 
1 8 0 .  
190. 
200.  
220.  
2 4 0 .  
260.  
280.  
300. 
320. 
340. 
360. 
380. 
400. 

UNITS = TIME (SEC) 

INDEPENDENT VARIABLES 
TMALL TMFE GAMMA0 MTCONC VBUB 

4 5 1 3 2 
4 5 1 3 2 
4 5 1 3 2 
4 5 2 3 1 
4 5 2 3 1 
4 5 2 3 1 
4 5 2 3 1 
4 5 2 3 1 
4 5 2 3 1 
4 5 2 3 1 
4 5 2 3 1 
4 5 2 3 1 
4 5 2 3 1 
5 4 2 3 1 
5 4 2 3 1 
5 4 2 3 1 
5 3 2 4 1 
5 3 2 4 1 
5 2 3 4 1 
5 1 3 4 2 
5 1 3 4 2 
5 1 3 4 2 
5 1 3 4 2 
5 1 3 4 2 
4 1 3 5 2 
4 1 3 5 2 
4 1 2 5 3 
4 1 2 5 3 
4 1 2 5 3 
4 1 2 5 3 
4 1 2 5 3 
4 1 2 5 3 
4 1 3 5 2 
4 1 3 5 2 
4 1 3 5 2 
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PAGE 6 OF THE COMPUTER OUTPUT 

This page supplies the same information as page 2 of the com- 
puter output, except that this time the dependent variable is 
HXFER. 

TURClSS SENSITIVITY ANALYSIS 
PARTIAL RANK CORRELATION COEFFICIENTS VS STEPS 

DEPENDENT VARIABLE -HXFER - 
UNITS = TIME (SEC) 

STEPS 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 

UNITS TMALL 
5.00 -0.14 
10.0 0.08 
15.0 -0.05 
20.0 -0.01 
25.0 -0.01 
30.0 0.00 
35.0 -0.06 
40.0 0.00 
45.0 -0.01 
50.0 -0.03 
60.0 0.00 
70.0 -0.01 
80.0 -0.08 
90.0 -0.10 
100. 0.01 
110. 0.08 
120. 0.05 
130. 0.08 
140. 0.03 
150. 0.02 
160. 0.07 
170. 0.05 
180. 0.02 
190. -0.01 
200. 0.00 
220. -0.03 
240. -0.01 
260. -0.01 
280. -0.06 
300. -0.08 
320. -0.07 
340. 0.01 
360. 0.08 
380. 0.03 
400. 0.04 

INDEPENDENT 
TMFE GAMMA0 
0.01 0.33 

-0.07 0.70 
-0.01 0.79 
-0.05 0.81 
-0.08 0.80 
-0.03 0.80 
0.03 0.79 
0.08 0.69 
0.06 0.77 

-0.10 0.79 
-0.11 0.60 
-0.16 0.51 
-0.13 0.46 
-0.12 0.37 
-0.20 0.31 
-0.34 0.22 
-0.45 0.03 
-0.53 -0.15 
-0.58 -0.23 
-0.58 -0.27 
-0.60 -0.29 
-0.64 -0.33 
-0.64 -0.33 
-0.62 -0.35 
-0.60 -0.35 
-0.61 -0.34 
-0.58 -0.40 
-0.59 -0.43 
-0.61 -0.40 
-0.58 -0.41 
-0.49 -0.40 
-0.42 -0.40 
-0.31 -0.40 
-0.14 -0.37 
-0.11 -0.34 

VARIABLES 
MTCONC 
0.23 
0.48 
0.39 
0.39 
0.41 
0.38 
0.35 
0.40 
0.41 
0.40 
0.43 
0.48 
0.53 
0.60 
0.70 
0.73 
0.71 
0.71 
0.75 
0.76 
0.73 
0.72 
0.71 
0.71 
0.71 
0.70 
0.65 
0.63 
0.54 
0.46 
0.33 
0.16 
0.06 
0.04 
0.05 

VBUB 
0.84 
0.90 
0.90 
0.91 
0.91 
0.89 
0.90 
0.85 
0.87 
0.89 
0.75 
0.56 
0.50 
0.38 
0.23 
0.02 

-0.18 
-0.34 
-0.48 
-0.51 
-0.56 
-0.60 
-0.61 
-0.63 
-0.65 
-0.67 
-0.66 
-0.66 
-0.64 
-0.63 
-0.56 
-0.53 
-0.45 
-0.41 
-0.36 

R-SQUARE 
0.73 
0.84 
0.86 
0.87 
0.88 
0.86 
0.86 
0.79 
0.83 
0.85 
0.68 
0.54 
0.50 
0.48 
0.54 
0.57 
0.57 
0.61 
0.68 
0.70 
0.70 
0.71 
0.71 
0.71 
0.71 
0.71 
0.69 
0.69 
0.66 
0.62 
0.53 
0.45 
0.36 
0.28 
0.23 
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PAGE 7 OF THE COMPUTER OUTPUT 

This page supplies the same information for dependent vari- 
able HXFER as page 3 of the computer output did for POOLTEMP. ................................................................. 

TURClSS SENSITIVITY ANALYSIS 
RANKS OF PARTIAL RANK CORRELATION COEFFICIENTS VS STEPS 

DEPENDENT VARIABLE -HXFER - 
UNITS = TIME (SEC) 

STEPS UNITS 
1 5.00 
2 10.0 
3 15.0 
4 20.0 
5 25.0 
6 30.0 
7 35.0 
8 40.0 
9 45.0 
10 50.0 
11 60.0 
12 70.0 
13 80.0 
14 90.0 
15 100. 
16 110. 
17 120. 
18 130. 
19 140. 
20 150. 
21 160. 
22 170. 
23 180. 
24 190. 
25 200. 
26 220. 
27 240. 
28 260. 
29 280. 
30 300. 
31 320. 
32 340. 
33 360. 
34 380. 
35 400. 

TMALL 
4 
4 
4 
5 
5 
5 
4 
5 
5 
5 
5 
5 
5 
5 
5 
4 
4 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
4 
5 
5 

INDEPENDENT VARIABLES 
TMFE GAMMA0 MTCONC 

5 2 3 
5 2 3 
5 2 3 
4 2 3 
4 2 3 
4 2 3 
5 2 3 
4 2 3 
4 2 3 
4 2 3 
4 2 3 
4 2 3 
4 3 1 
4 3 1 
4 2 1 
2 3 1 
2 5 1 
2 4 1 
2 4 1 
2 4 1 
2 4 1 
2 4 1 
2 4 1 
3 4 1 
3 4 1 
3 4 1 
3 4 2 
3 4 2 
2 4 3 
2 4 3 
2 3 4 
2 3 4 
3 2 5 
3 2 4 
3 2 4 

-27-  

VBUB 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
2 
3 
5 
3 
3 
3 
3 
3 
3 
3 
2 
2 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
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PAGE 8 OF THE COMPUTER OUTPUT 

TURClSS SENSITIVITY ANALYSIS 
STANDARDIZED RANK REGRESSION COEFFICIENTS VS STEPS 

DEPENDENT VARIABLE -HXFER - 
UNITS = TIME (SEC) 

STEPS UNITS 
1 5.00 
2 10.0 
3 15.0 
4 20.0 
5 25.0 
6 30.0 
7 35.0 
8 40.0 
9 45.0 
10 50.0 
11 60.0 
12 70.0 
13 80.0 
14 90.0 
15 100. 
16 110. 
17 120. 
18 130. 
19 140. 
20 150. 
21 160. 
22 170. 
23 180. 
24 190. 
25 200. 
26 220. 
27 240. 
28 260. 
29 280. 
30 300. 
31 320. 
32 340. 
33 360. 
34 380. 
35 400. 

TMALL 
-0.07 
0.03 

-0.02 
0.00 
0.00 
0.00 

-0.02 
0.00 
0.00 

-0.01 
0.00 
0.00 

-0.06 
-0.07 
0.01 
0.05 
0.03 
0.05 
0.02 
0.01 
0.04 
0.03 
0.01 
0.00 
0.00 

-0.01 
-0.01 
-0.01 
-0.03 
-0.05 
-0.05 
0.00 
0.06 
0.02 
0.03 

INDEPENDENT 
TMFE GAMMA0 
0.01 0.19 

-0.03 0.39 
0.00 0.48 

-0.02 0.49 
-0.03 0.47 
-0.01 0.51 
0.01 0.48 
0.04 0.44 
0.02 0.50 

-0.04 0.49 
-0.06 0.43 
-0.11 0.41 
-0.09 0.36 
-0.08 0.29 
-0.14 0.22 
-0.23 0.15 
-0.33 0.02 
-0.39 -0.10 
-0.40 -0.14 
-0.39 -0.15 
-0.42 -0.17 
-0.45 -0.19 
-0.45 -0.19 
-0.43 -0.20 
-0.41 -0.20 
-0.42 -0.20 
-0.40 -0.24 
-0.41 -0.27 
-0.45 -0.26 
-0.43 -0.28 
-0.39 -0.30 
-0.34 -0.32 
-0.26 -0.35 
-0.12 -0.34 
-0.10 -0.32 

VARIABLES 
MTCONC 
0.13 
0.22 
0.16 
0.15 
0.16 
0.16 
0.14 
0.20 
0.18 
0.17 
0.27 
0.38 
0.44 
0.54 
0.66 
0.69 
0.66 
0.63 
0.64 
0.65 
0.59 
0.55 
0.54 
0.54 
0.54 
0.52 
0.48 
0.45 
0.37 
0.32 
0.24 
0.12 
0.05 
0.03 
0.05 

VBUB 
0.82 
0.80 
0.77 
0.78 
0.79 
0.76 
0.78 
0.74 
0.74 
0.76 
0.65 
0.46 
0.40 
0.30 
0.16 
0.01 

-0.12 
-0.23 
-0.31 
-0.32 
-0.38 
-0.41 
-0.42 
-0.44 
-0.45 
-0.48 
-0.49 
-0.49 
-0.49 
-0.49 
-0.47 
-0.47 
-0.41 
-0.38 
-0.34 

R- 5 QUARE 
0.73 
0.84 
0.86 
0.87 
0.88 
0.86 
0.86 
0.79 
0.83 
0.85 
0.68 
0.54 
0.50 
0.48 
0.54 
0.57 
0.57 
0.61 
0.68 
0.70 
0.70 
0.71 
0.71 
0.71 
0.71 
0.71 
0.69 
0.69 
0.66 
0.62 
0.53 
0.45 
0.36 
0.28 
0.23 
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PAGE 9 OF THE COMPUTER OUTPUT 

This page supplies the same information for dependent vari- 
able HXFER as page 5 of the computer output did for POOLTEMP. _ _  ........................................................ 

TURClSS SENSITIVITY ANALYSIS 
RANKS OF STANDARDIZED RANK REGRESSION COEFFICIENTS VS STEPS 

DEPENDENT VARIABLE -HXFER - 

STEPS 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 

UNITS 
5.00 
10.0 
15.0 
20.0 
25.0 
30.0 
35.0 
40.0 
45.0 
50.0 
60.0 
70.0 
80.0 
90.0 
100. 
110. 
120. 
130. 
140. 
150. 
160. 
170. 
180. 
190. 
200. 
220. 
240. 
260. 
280. 
300. 
320. 
340. 
360. 
380. 

35 400. 

UNITS 

TMALL 
4 
4 
4 
5 
5 
5 
4 
5 
5 
5 
5 
5 
5 
5 
5 
4 
4 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
4 
5 
5 

= TIME (SEC) 

INDEPENDENT VARIABLES 
TMFE GAMMA0 MTCONC 

5 2 3 
5 2 3 
5 2 3 
4 2 3 
4 2 3 
4 2 3 
5 2 3 
4 2 3 
4 2 3 
4 2 3 
4 2 3 
4 2 3 
4 3 1 
4 3 1 
4 2 1 
2 3 1 
2 5 1 
2 4 1 
2 4 1 
2 4 1 
2 4 1 
2 4 1 
2 4 1 
3 4 1 
3 4 1 
3 4 1 
3 4 2 
3 4 2 
2 4 3 
2 4 3 
2 3 4 
2 3 4 
3 2 5 
3 2 4 
3 2 4 

- 2 9 -  

VBUB 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
2 
3 
5 
3 
3 
3 
3 
3 
3 
3 
2 
2 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 



PAGE 1 0  OF THE COMPUTER OUTPUT 

This page presents a table of the maximum value (positive or 
negative) of the PRCC for each combination of independent and 
dependent variable provided that the absolute value of the 
maximum PRCC exceeds .60 as specified on line 12 of Table A l .  

TURClSS  S E N S I T I V I T Y  ANALYSIS 

TABLE ENTRIES REPRESENT THE MAXIMUM VALUE OF THE PARTIAL RANK 
CORRELATION COEFFICIENT OVER ALL STEPS FOR EACH COMBINATION O F  
SELECTED INDEPENDENT VARIABLE AND SELECTED DEPENDENT VARIABLE, 
PROVIDED THAT THE ABSOLUTE VALUE O F  T H I S  COEFFICIENT I S  GREATER 
THAN 0.600 
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PAGE 11 OF THE COMPUTER OUTPUT 

This page presents a table of the maximum value (positive or 
negative) of the SRRC for each combination of independent and 
dependent variable given in the previous table. ................................................................. 

TURClSS SENSITIVITY ANALYSIS 

TABLE ENTRIES REPRESENT THE MAXIMUM VALUE OF THE STANDARDIZED 
RANK REGRESSION COEFFICIENT OVER ALL STEPS FOR EACH COMBINATION 
OF SELECTED INDEPENDENT VARIABLE AND SELECTED DEPENDENT VARIABLE, 
GIVEN IN THE PREVIOUS TABLE 
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TuRclss SA N=TMFE DV=POOLTEMP 

rt * -02 
IZ -0.4 

4 6  

-0.a 
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02 
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rt * -02 
IZ -0.4 

4 6  

-0.a 
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- 

- 

- 
-1.0 I I 1 1 1 

0.0 80.0 160.0 240.0 320.0 400.0 

TIME (XC) 

OUTPUT PLOT 1. This plot shows the values of the partial rank 
correlation coefficient and standardized rank regression 
coefficient versus t i m e  step (as identified by line 9 of Table Al) 
for the combination of independent variable TMFE and dependent 
variable POOLTEMP. This plot shows TMFE to have no effect (PRCC and 
SRRC near zero) through the first 80 seconds and then to rapidly 
increase in importance. The positive values of PRCC and SRRC 
means that TMFE and POOLTEMP increase together. 
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TURC1SS SA W=VBUB DV=POOLTEMP 

1.0 

0.8 

0.6 

n I 0.4 

I 
I 02 

0.0 

W 

A 
25 -0.2 

-0.4 

-0.6 

-0.8 

-1.0 

I 7 7 ---1 

..- .. .. 

0.0 80.0 160.0 240.0 320.0 400.0 
TlME (SEC) 

OUTPUT PLOT 2. This plot shows the sensitivity of the dependent 
variable POOLTEMP to the independent variable VBUB. The variable 
POOLTEMP is most sensitive to the value of VBUB at early time steps 
when the variable TMFE from Plot 1 played an insignificant role. 
However, the magnitudes of the PRCC and SRCC are not as large in 
absolute value as they were for the variable TMFE. 
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TURClSS SA DV=POOLTEMP 

0.0 80.0 160.0 240.0 320.0 400.0 
TIME (SEC) 

OUTPUT PLOT 3. This plot shows the value of the model R-square 
versus time step when the dependent variable POOLTEMP is fit 
as a function of the independent variables TMALL, TMFE, GAMMA0 
MTCONC and VBUB as identified in line 8 of Table Al. 
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0.8 
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0.4 

02 
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-0.4 

-0.6 

-0.8 

- 1.0 

TURClSS SA IV=VBUB DV=HXFER 

0.0 80.0 160.0 240.0 320.0 400.0 
TW (SEC) 

OUTPUT PLOT 4. This plot shows the values of the partial rank 
correlation coefficient and standardized rank regression coefficient 
versus time step (as identified by line 9 of Table Al) for 
the combination of independent variable VBUB and dependent variable 
HXFER. This plot shows the independent variable VBUB having a 
moderately strong positive relationship w i t h  the  dependent variable 
HXFER at e a r l y  time s t e p s  and then changing to a weaker negative 
relationship at later time steps.  
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0.8 
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TWClSS SA DV=HXFER 

i i 1 i 

0.0 80.0 160.0 240.0 320.0 400.0 
TIME (SEC) 

OUTPUT BLOT 5. This plot shows the value of the model R-square 
versus t i m e  step when the dependent variable HXFER is fit 
as a function of the independent variables TMALL, TMFE, GAMMA0 
MTCONC and VBUB as identified in line 8 of Table Al. 
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